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Watch the movie at:
www.ndgf.org
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It's all about science!It's all about science!

 Tycho Brahe made a sky survey late in the 16th 
century

 It listed planets with their orbit
 A huge effort with vast amounts of data

 Kepler did analysis on these data
 Found out about elliptic orbits

 Separation of:
 Data Collection
 Data Analysis
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Big ScienceBig Science

 Data Collection projects
 Sloan Digital Sky Survey
 Human Genome Project
 The Icelandic screening of health records 

vs genes
 e-VLBI
 CERN: ALICE, ATLAS, CMS and LHCb
 Others...
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AgendaAgenda

 Todays big science projects – eScience
 Grid computing – middleware for eScience
 eScience example: The Large Hadron Collider
 The Nordic DataGrid Facility
 NDGF: a Tier-1 for WLCG

 Networking
 Computations
 Storage
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eScienceeScience

”Science (increasingly) done through distributed 
global collaborations enabled by the Internet, using 
very large data collections, tera-scale computing 
resources and high performance visualisation.”
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eScience the old fashioned wayeScience the old fashioned way

+
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The GridThe Grid

Data Storage and Processing

The Grid
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The GridThe Grid

 An Infrastructure for:
 Storing huge amounts of scientific data
 Accessing distributed data
 Processing huge amounts of data
 High availability

 Connecting:
 Users from multiple organizations
 Resources from multiple resource providers
 Multiple user groups
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The Large Hadron Collider

BIG
BANG!!!
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The ATLAS experimentThe ATLAS experiment
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And in real lifeAnd in real life
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ATLAS Tier-1 requirementsATLAS Tier-1 requirements
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The WLCG InfrastructureThe WLCG Infrastructure
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Nordic DataGrid FacilityNordic DataGrid Facility

 Nordic Participation in Big 
Science:
 WLCG – the Worldwide Large 

Hadron Collider Grid
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Nordic DataGrid FacilityNordic DataGrid Facility

 Nordic Participation in Big 
Science:
 WLCG – the Worldwide Large 

Hadron Collider Grid
 BioInformatics
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Nordic DataGrid FacilityNordic DataGrid Facility

 Nordic Participation in Big 
Science:
 WLCG – the Worldwide Large 

Hadron Collider Grid
 BioInformatics
 Screening of CO2-Sequestration 

suitable reservoirs
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NDGFNDGF

 A Co-operative Nordic Data and Computing Grid facility
 Nordic production grid, leveraging national grid resources
 Common policy framework for Nordic production grid
 Joint Nordic planning and coordination
 Operate Nordic storage facility for major projects
 Co-ordinate & host major eScience projects (i.e., Nordic 

WLGC Tier-1)
 Develop grid middleware and services

 NDGF 2006-2010
 Funded (2 M€/year) by National Research Councils of the 

Nordic Countries

NOS-N
DK SF N S

Nordic Data Grid Facility
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NDGF VisionNDGF Vision

 “...to establish a Nordic data grid facility and to involve 
Nordic countries in European and global co-operation in 
data sharing in a variety of fields.”

 To coordinate and facilitate the creation of a Nordic 
eInfrastructure sharing platform

 To enable Nordic researchers to participate in major 
international projects

 To optimize and standardize use of resources
 To optimize Nordic participation in international projects
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A distributed organizationA distributed organization
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Hardware resourceHardware resource

 Central Installation:
 7 Dell 1950 2xDual Core 2GHz Xeon, 4GB RAM, 2 x 

73GB 15k SAS disks (mirrored) (one forspare)
 2 x Dell PowerVault MD-1000 direct attached storage 

enclosures with 7 x 143GB 15k SAS RAID-10 each
 Running:

 2 Postgress for PNFS running in HA mode (master-
slave) DB on MD-1000

 1 PNFS Manager and Pool Manager
 1 SRM, location manager, statistics, billing, etc.
 1 GridFTP and xrootd door on one machine
 1 Monitoring and intrusion detection on one machine

This is our only 

hardw
are!



Big Science and NDGF
Distributed Systems, Aalborg University, November 6th 2008

23

NDGF a Tier-1 for WLGC

Tier-1 Services:
 Organization
 Network
 Computing
 Storage
 ATLAS
 ALICE
 Accounting
 Monitoring
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NDGF Tier-1 Resource CentersNDGF Tier-1 Resource Centers

 The 7 biggest Nordic 
compute centers, dTier-1s, 
form the NDGF Tier-1

 Resources (Storage and 
Computing) are scattered

 Services can be centralized
 Advantages in redundancy
 Especially for 24x7 data 

taking

CSC

HPC2N

PDC

NSC

UiB

UiO

DCSC/KU
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Organization – CERN related
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NDGF Facility - 2009Q2
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The Infrastructure: 
Networking

 Today NDGF is connected directly with GEANT 10GBit 
fiber to CERN

 Inter-Nordic shared 10Gbit network from NORDUnet
 A Dedicated 10Gbit LAN covering all dTier-1 centers being 

build
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CERN
LHC

NORDUnet NREN

  SE

Örestaden

HPC2N
PDC
NSC
...
...

Central host(s)

National 
IP 
network

National Sites
National
Switch

NDGF AS  - AS39590 

  NO

  FI

  DK

OPNOPN

The Infrastructure: 
Networking
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The Infrastructure: Computing

 NorduGrid / ARC 
middleware for Computing

 Used routinely since 2002 
for e.g. ATLAS data 
challenges

 Deployed at all the dTier-1 
sites and Tier-2 sites
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ARC ComponentsARC Components
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WorkflowWorkflow

Grid
Manager

Gatekeeper
GridFTP

RSLRSL

Front-end Cluster

Source 
NorduGrid.org
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Front-endFront-end
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The user-interfaceThe user-interface

arcsub to submit a task
arcstat to  obtain the status of jobs and clusters
arccat to  display the stdout or stderr of a running job
arcget to  retrieve the result from a finished job
arckill to  cancel a job request
arcclean to  delete a job from a remote cluster
arcrenew to renew user’s proxy
arcsync to  synchronize the local job info with the MDS
arccopy to  transfer files to, from and between clusters
arcremove to  remove files
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BrokerBroker

 The user must be authorized to use the cluster and the queue
 The cluster’s and queue’s characteristics must match the 

requirements specified in the xRSL string (max CPU time, required 
free disk space, installed software etc)

 If the job requires a file that is registered in a Replica Catalog, the 
brokering gives priority to clusters where a copy of the file is already 
present

 From all queues that fulfills the criteria one is chosen randomly, with 
a weight proportional to the number of free CPUs available for the 
user in each queue

 If there are no available CPUs in any of the queues, the job is 
submitted to the queue with the lowest number of queued job per 
processor
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The Infrastructure: 
Storage
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 dCache Installation
 Admin and Door nodes at 

GEANT endpoint
 Pools at sites
 Very close collaboration 

with DESY and FermiLab to 
ensure dCache is suited 
also for distributed use

The Infrastructure: 
Storage
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The Infrastructure: 
Storage
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GridFTP v1GridFTP v1

ABUF

SBUF

ERET
ESTO
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GridFTP v1GridFTP v1

ABUF

SBUF

ERET
ESTO
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FTP TransfersFTP Transfers

Client Server

Control channel

Data channel

Client Server

Control channel

Data channel

Passive servers

Active servers
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FTP in dCacheFTP in dCache

Client FTP Door

/disk/my_file

Pool
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Active transfers in dCacheActive transfers in dCache

Client FTP Door

PORT mymachine.cs.aau.dk:20000

STOR /disk/my_file

Transfer file to
mymachine.cs.aau.dk:20000

Data channel

Pool
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Passive transfers in dCachePassive transfers in dCache

Client

PASV

ftp1.ndgf.org:20000

RETR /disk/my_file

FTP Door

Pool



Big Science and NDGF
Distributed Systems, Aalborg University, November 6th 2008

45

Passive transfers in dCachePassive transfers in dCache

Client

Pool

FTP Door
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Passive transfers in dCachePassive transfers in dCache

Client FTP Door

Pool
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Use active transfers!Use active transfers!
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Active transfers won't workActive transfers won't work

ABUF

SBUF

ERET

ESTO
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Introducing GridFTP2 GETPUTIntroducing GridFTP2 GETPUT

PUT pasv;mode=x;file=/disk/my_file
127 PORT=(a.b.c.d)
150 Opening data channel

PASV
227 PORT=(a.b.c.d)
MODE E
200 OK
STOR /disk/my_file
150 Opening data channel
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Client

Pool

PUT pasv;mode=x;file=/disk/my_file

pool1.dcsc.ku.dk:20000

FTP Door
Begin transfer
for 00010EA3F

Listening on 
port 20000

Introducing GridFTP2 GETPUTIntroducing GridFTP2 GETPUT
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GridFTP2 Client supportGridFTP2 Client support
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GridFTP2GridFTP2
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GridFTP2 ImplementationsGridFTP2 Implementations
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Accounting numbersAccounting numbers
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Accounting numbersAccounting numbers
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EfficiencyEfficiency
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EfficiencyEfficiency
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ReliabilityReliability
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ReliabilityReliability
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Thanks!Thanks!

Questions?
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