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Abstract

We give formal semantics for a distributed concurrent
object-oriented real-time programming language based on
a variant of the actor model which includes an extention
enabling the specification of time constraints on message-
invocation. Real -time semantics must capture both the qual-
itative and quantitative aspects of the language, and provide
a meaning for the real-time constructs. The real-time se-
mantics of our languageis given astimed graph, an existing
real-time specification formalism. We present the semantics
by first defining an operational semantics for the untimed
language, and thentranglating thisinto a timed graph which
inter prets the time constructs. Our semantics is formulated
independently of the underlying resources needed to execute
a program; the semantics of a program thus defines the set
of permissible concrete implementations.

1 Introduction

Semantics for concurrent programming languages usually
focus on qualitative aspects—e.g., defining what constitutes
a legal execution of a program and abstracting over the
guantitative aspects of the program execution. This is un-
suitable for real-time programming languages:. the correct-
ness of real-time systems depends on what actions are per-
formed as well as when they are performed.

This paper demonstrates how such quantitative aspects
can be captured and described formally. Specifically, we
define semantics for a simple distributed object-based real-
time language based on a variant of the actor model which
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includes an extention enabling the specification of time con-
straints on message-invocations. Our work will set thefoun-
dation for semantics for a considerably more complex lan-
guage[12].

Our primary objective is to formulate the semantics of a
real-time program independently of the resources (number
of CPUs, network topology, speed, etc.) needed to execute
it. Although the real-time behavior of a program is highly
dependent on execution resources, a semantics including
such information tends to be a formal model of a concrete
implementation, rather than a specification for aset of possi-
ble implementations. In our semantics a real-time program
is viewed as a (loose) specification for actual implementa
tions. The semantics define what actions must take place as
well as when they are permissible or required. It remainsto
be shown that a given implementation is satisfactory for the
real-time program: i.e., the implementation refines the spec-
ification. Thus, reasoning about an implementation requires
an explicit model of the specific resourcesthat are available
for the program’s execution.

During design activities an overall system-wide specifi-
cation is (possible through a series of stepwise refinements)
broken down into a set of components and per-component
time constraints. The finished design is expressed as a pro-
gram in a real-time programming language. At this level,
it must be validated that the program satisfies the overall
system requirements. Then, the program is realized in a
concrete implementation by choosing the environment and
resources needed to execute the program. At this level it
must be validated that the implementation satisfies the time-
constraints expressed in the program. Formal semanticsisa
necessary condition for performing these validations (pos-
sibly mechanically).

We define the semantics in two steps. First, we define
the operational semantics for an untimed actor language.
We then extend our language with timing constraints and
provideits semanticsin terms of an existing real-time spec-
ification formalism, timed graphs.



2 TheActor Model

Actors[1, 2, 4] isamodel for distributed concurrent com-
puting systems. An actor system is comprised of au-
tonomous objects, called actors, that communicate using
asynchronous message passing. Messages that have been
sent but not yet received are conceptually queued up in the
receiver actor’s mailbox. The receiver eventually removes
the message and processes it. An actor encapsulates a state
that can be accessed and modified from the outside only by
sending it messages.

Each actor has a mail-address used by other actors to
send it messages; an actor is able to send messages to actors
whose addresses it knows. Moreover, these addresses may
be communicated in messages thus allowing for dynamic
configuration of the communication topology. An actor is
inactive unless someone (including possibly the actor itself)
sends it a message to process. The invocation of an actor
by a message is called an event. The event that led to the
message being sent is called it's cause.

As aresponse to a message a (thereby busy) actor may:

Compute and change state: When a message is invoked
on an actor, it executes its deterministic behavior. This
consists of computing expressions, changing state by
assigning to state variables, sending messages or cre-
ating new actors. An actor processes one message at a
time, i.e., actors are single threaded. After processing
amessage it is ready to accept the next (queued) mes-
sage. (In[1, 2], an explicit become-primitive provides
arestricted form of multithreading that is possible to
represent in our semantics).

Send amessage: The primitive send(a, cv) sends a mes-
sage with communication value cv asynchronously to
the actor with the address a.

Createnew actors: The newActor (b, cv) primitive cre-
atesanew actor with behavior b andinitialization value
cv. newActor returns the address of the newly created
actor. For brevity, the semantics of dynamic actor cre-
ation will be omitted in this paper.

Actors can model interaction with an external environ-
ment. We assume that the environment is itself modeled
as an actor system capable of sending and receiving mes-
sages. The actorsthat are part of the environment are called
external actors, and the actors within the system that are
able to receive messages from the environment are called
receptionists. Two actor systems can be composed to form
a combined system.

To illustrate our approach, we describe a small real-
time language based on the actor-model which supports
constraints on message invocation. Specifically, the send-
primitive has been extended to include timing information:

send(a, cv){r; d)

where d and r are positive real-valued constants that
specify, respectively, the earliest and latest time when the
message can be invoked. We call r the release time and d
the deadline. Constraints on message execution are Speci-
fied relative to event that caused it: because the execution of
actors is asynchronous, the time the message is sent is not
relevant. Thus, activation time is bounded if all hereditar-
ily related causal events have abound or, as we will discuss
later, if the causing event is external. Further, the program-
mer can specify bounds on the amount of time an actor may
use to process a message (computationtime). Thisbound is
syntactically stated as part of method declarations.

The language is illustrated by the actor program in Fig-
ure 1. A controller requests a pressure-sensor for its value.
The sensor sends a message containing the value back to its
customer (the controller). If the received value exceeds a
certain critical value the controller opens a safety pressure
valve. By sending itself a message, the controller period-
icaly (plus/minus some error) re-checks the sensor value.
Note that, the method-name to be invoked is, by conven-
tion, encoded as the first field of the communicated value.

actor pressureSensor () {
real value;
method read(actor Addr customer) (1){
send(customer,(reading,value))(0; 2);
}
}

actor controller (actor Addr sensor,valve) {
method readSensor() (2) {
send(sensor,(read,self))(0; 3);
send(self,readSensor)(P — e; P + ¢);

method reading(real value)(1) {

if(value > critical) send(valve,open)(0; 2)
b
}

Figure 1: Actor Program

3 Untimed Actor Semantics

This section gives the operational semantics for the actor-
language without time. Operational semantics define how
the state of the system changes when a primitive operation
is performed, thus giving an abstract interpretation of the
language. The actor semantics presented hereisinspired by
the work of [4].



The state of an actor system is represented by a config-
uration. A configuration can be thought of as an instanta-
neous snapshot of the system state made by a conceptual

observer. It is modeled as a four-tuple { o | p >>,, where a
represents actor-states, p is a set of messages, and pand x
are sets of actor names. p is the set of receptionists, i.e.,
actors whose names have been exported to the environment.
x arethe external actors known to this system.

The o mapping maintains the state of all actors in the
system. Given the actor-name, « returnsits state. An actor
state holdsthe following information about an actor: execu-
tion state (busy or inactive), the values of its state-variables,
and how far the actor has come in its computation. The
state of a busy actor stateiswritten [E' - RC e 1], (square
brackets is the symbol of a busy actor). a is the address of
the actor having this state. E is an environment (mapping
from identifiers to their values) that keeps track of the val-
ues of the state-variables. R [ e Jis a reduction context
with a hole filled with subexpression e. Intuitively, e isthe
sub-expression to be reduced next when the actor performs
acomputation step. R isthe remainder of the actor’s behav-
ior. An inactive actor is written (E F b) .. Here actor a is
waiting for an incoming message. When a message arrives
the actor’s behavior b is applied to the incoming message
and the actor becomes busy.

The messages sent but not yet received are represented
by a set u in the configuration. A message is a tuple

(a L cv) consisting of adestination actor-addressa, avalue
to be communicated cv, deadlined, and releasetimer. This
timing information isignored in the untimed case.

Inthe operational semantics, it isnecessary to distinguish
one or more actors from the set of actor states to indicate
which actors are being changed by the transition. We call
this the focus actor(s). The notation: «, as picks the focus
actor, where as rangesover actor states. Focus messagesare
treated similarly. Each ruleis given alabel consisting of a
tag indicating the primitive operation used, the name of the
focus actor, and additional parameters. This label uniquely
identifies which system component has performed which
primitive operation. The operational semantics is given by
Definition 1.

The fun transition defines the effect on system state
when an actor performs a computation step (reduction of an
expression). An actor can reduce expressione to e’ if there-
duction rules (— ) of the behavior allowsit. Thetransition
system —, definesthe semantics of the sequential language
used to express actor behaviors. Since we do not rely on a
specific language, we have omitted its definition.

Definition 1 Configuration transitions —
(fun: a)
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An actor terminates (term) its execution when it has
reached the end of its behavior, an empty reduction context.
The actor then becomes inactive and ready to process a new
message in an environment with the updated state variables
left by the previous processing. Theinterpretation of sendis
given by the snd-rule. A new message is added to . Mes-
sage reception (message invocation) is described by thercv
transition. The message isremoved form p, and the receiver
actor—formerly inactive, now busy—appliesits behavior to
the message. in and out respectively imports and exports
messages, and updates the set of receptionists and external
actors.

4 Real-TimeActor Semantics

This section defines the semantics of the real-time actor
model. It is given in two steps. First, we give our inter-
pretation of timed graphs used the underlying formalism
for our semantics. The operational semantics for actors and



the timing constructs are then translated into a timed graph.
Timed graphs is a real-time specification formalism simi-
lar to timed automata, originally proposed by Alur and Dill
(see [5]), but has no accept states. The graphs we use here
areinspired by the ones defined in [11].

4.1 Timed Graphs

A graph consists of nodes and edges, where nodes re-
pressent system states, and edges repressent possible ac-
tions. Timed graphs are equipped with aset of clocksand an
enabling condition for each edge (transition). An enabling
condition is a predicate on the clocks: a transition can be
taken only if the associated predicateis true. Further, asub-
set of clocks can be reset when the transition is taken. A
progress condition is associated with each node. The graph
may stay in a given node only if the progress condition for
that node remains true.

Let X bethe set of clock names used in this graph. The
domain of clock valuesis chosen to be the set of positivere-
as, R~ . Let n range over the set of nodes of the graph, ~
over the set of actions, ¢ over the set of enabling conditions.

v is asubset of clock names. We write n (ﬁi')g n' when

the graph in state n. can take action v with enabling con-
dition ¢ and reset (set to zero) the clocks in v and thereby
reach state n'. Enabling conditions are built using the logi-
cal connectives(V, A, —) and primitive predicates. Primitive
predicates have the form x < c or z > ¢, where x ranges
over clock-namesand c over R, (). Progress conditionsare
defined similarly. The progress condition associated node n
is given by the function Act(n).
An example of atimed graphisillustrated in Figure 2.

0, {y},z > 1)

Lt (aa{a:}:tt) T S 3

Figure 2: A timed graph with two clocks (z, ) and three nodes
(n1,m2,n3). The graph specifies that action b must occur between
1 and 3 time units after a, and ¢ must occur 4 timeunits after b

Definition 2 Timed Graph —¢:
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Our semantics of timed graphs is given by Definition 2.
It consists of arule for making actions (action) and arule

for delaying (progress). A configuration of the graphisrep-
resented by a (n, ¢)-pair. n is the graphs current node and
» maintains the state of its clocks which is a mapping from
clock-namesto clock values. The notation v(p) denotesthe
clock-mapping that is equal to ¢ except for the clocksin v
which are reset. By the pre-condition, the enabling condi-
tion must evaluate to true for the transition to be enabled. A
specia action 7 denotesinternal transitionsin the graph.

The progressrule defines how the system makes
progress. The passage of d time unitsiswrittene(d). ¢ + d
advances all clocks d time units. The graph may stay (let
time pass) in a given node only if the progress condition
for that node (Act(n)) remains true. Allowing the graph to
remain in a node for a specified amount of time enables the
specification of certain loose properties, e.g., an action must
happenin aninterval.

4.2 Trandation into Timed Graphs

So far, only the untimed semantics has been presented. We
define the real-time semantics by trandating the untimed
transition system into a timed graph that takes into account
timing information. The trandation is given in two steps.
First, the nodes and edges of the graph are defined, as well
as the use of timers and enabling conditions. The necessary
progress conditions follow.

The time bounds (r, d) carried by messages ({a « cv)),
that was uninterpreted in the untimed semantics, will now
be given a meaning. The bounds specified on processing
time are represented semantically by afunction u = ct(m)
returning the required upper bound (u), where m is a mes-
sage.

The nodes of the graph correspondsto system states, and
edges to possible actions that causes state change. Thereis
thus essentially a one-to-one correspondence between nodes
and actor-configurations, and between edges and possible
actionsin agiven configuration.

The nodes of the graph are actor configurations extended
with two mappings for bookkeeping purposes. ac, mec.
Whenever amessage is invoked on an actor, we associate a
(fresh) clock x with that actor. The mapping ac (z = ac(a))
records this association. The clock is reset when the mes-
sage is invoked, thus recording the amount of time passed
since the actor was activated. The clock is used to restrict
the amount of time an actor uses to process a message, and
to restrict the invocation time of messages sent as result
of this processing. Note that a fresh clock is needed for
each invocation because sent messages exist independently
of the sender. The mapping mc associates aclock with each
message (x = mc(m)) which, combined with the release
time and deadline, specify when it is invokable. Whenever
amessage is sent this mapping is updated to record the cor-
rect timer.



Let A range over actor configurations, and let A%°. de-
note a node in the graph with actor configuration A and ac-
tor clocks ac and message clocks me. The nodes and edges
of the graph is defined in Definition 3.

Definition 3 Nodes and Edges —
A, A

(’y',u,{) rac’
o A mc’

Are
casey = (rcv: a,m) :

’YI:T’WV:{y}aé_:TSde:a::mc(m)

mc’ = me, ac’ = acla — y), y fresh clock

where m = (a = cv)

casey=(snd: a,m) :
’YI:TW:V:Q):gztt

casey = (in: m) :
Y=y, v={yh {=tt
mc’ = mec[m — y], y fresh clock, ac’ = ac

casey = (out : m) :
7 ={out: {(a e cv))
E=tt,v=10
r=r—2z,d=d—2

where m = (a 2 cv),x = mc(m) O

Whenever an actor (a) recievesamessage (m), ahitherto
unused clock’ is reset and stored in the ac mapping. The
enabling condition (&) must betruefor theinvocationto take
place. When amessageis sent, the clock needed to defineits
invocationtimeisrecordedin mapping mc. The appropriate
clock to useisthe one allocated to the sending actor when it
became active. Thus, me(m) = ac(a). Theinvocationtime
is thus correcly related to the invocation of the event that
caused it to be sent, as required by the informal language
definition. fun and term require no clocks and no enabling
conditions.

A message sent from the environment to the system (in-
transition) is handled similar to receive (rcv-transition): a
fresh clock is allocated (and reset) to record the age of the
message. Messages sent to external actors are forwarded
(out-transition) with modified release time and deadline to
compensate for the amount of time the message has spent
inside the system.

The progress conditions for our semantics, presented in

L Allthough not done here, it is possible to recycle this clock once all
messages referring to it has been invoked.

Definition 4, is defined by inspecting the transitions possi-
blein agiven node. These transitions each contribute with a
condition. The node’s progress condition is the conjunction
of these.

Definition 4 Progress Conditions Act(n)

(i, vir &) € {(1,1,€) | n 225}

Act(n) = /\ act;

i

casey; = (snd: a,m), vi = (fun: a), vi = (term: a) :
act; = ac(a) < ct(m)

caseyi = (Iev : a, m) :
act; = ((y > ct(m) >z #d) V (y < ct(m) — tt))

y = ac(a), © = mc(m), where m = (a w cv)

casey; = (out : m) :

act; = x < d,x = mc(m), wherem = (a 2;1 cv) :
casey; = (in:m) : act; = tt O

The progress conditions define what actions are required
to take place when, and are thus a crucia part of the se-
mantics. Both restriction on computation time and message
invocation affect the progress condition:

e An actor is allowed to perform its computation-steps
any time within the specified computation limit, but is
required to finish before the limit.

e A messageisalowed to be invoked any timein itsen-
abling interval. Since the receiver may be busy dur-
ing this interval, messages are not guarenteed to be
invoked. However, if the receiver actor is passive,
thereby ready to accept a new message, and the al-
lowed computation time has passed since its last ac-
tivation, the message must be invoked before its dead-
line.

5 Discussion

During the recent years research in formal specification lan-
guagesfor real-time systems havereceived alot of attention.
A variety of time models and time extensions to traditional
specification languages has been proposed and debated. Of -
ten, the models take the form of extended automata (Timed
automata [5], Timed Graphs [5, 11], or process algebras
(Timed CCS and Timed Moda Specifications [9], Timed
CSP[15]). Although these areintended as specification lan-
guages, and not as programming languagesper se, they have



served as foundation for our semantics, and have been im-
portant sources of inspiration.

Others have defined semantics for real-time languages.
In [14] semantics of a real-time object-oriented languageis
given by tranglating programsto RtCCS—a version of CCS
[10] extended with time using explicit tick transitions. The
resulting trandlation includes an abstract model of the exe-
cution environment (number of CPU’s, schedul er, execution
time). Similarly the semantics presented in [16] assumes
knowledge about excution time of assignments and assumes
a CPU for each process. Both, these semantics thus model
relative concrete system, rather than being specificationsfor
aset of possible systems, asis our goal.

A system in the TRA-formalism (Time Restriced Au-
tomata) [7], consists of a set of TRA's communicating by
signaling events asynchronously through communication
channels. A TRA specification defines timing constraints
on causal events on in and output channels. This approach
to specifying timing constraints resembles that of our send
primitive. In TRA, it is only possible to specify physically
realizable properties; time is required to advance between
causally dependent events. Our model allows physically un-
realizable programs to be specified, however, unrealizable
behavior is only required when demanded by the program-
mer (e.g., deadlines of zero). No physical implementationis
able to refine such a program. Actors differ from the TRA-
model in many other ways.

The problem of defining the behavior of areal-time pro-
gram in the presence of alimited set of shared resourcesis
addressed by the Communicating Shared Resources (CSR)
formalism [8, 13]. Here, a process always runs on some,
possible shared, resource. A set of processes can be mapped
to different sets of resources, hence describing different im-
plementations. However, unlike our proposal, one cannot
reason about program properties without giving a specific
resource model. We find the CSR approach useful when
validating refinements.

As future work, we plan to investigate if existing ver-
ification techniques for timed graphs can be used to ver-
ify propertiesfor (restricted classes of) actor programs. We
are also examining (automated) testing techniques for val-
idating time constraints of implementations. Finally, we
are looking into semantics and implementation of a more
complex real-time language that allows expression of much
more general timing constraints than the simple language
presented here.
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