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Abstract

With the continued advances in wireless communications;psitioning, and consumer electron-
ics, an infrastructure is emerging that enables locataseld services that rely on the tracking of the
continuously changing positions of entire populationserfvee users, termed moving objects. This
scenario is characterized by large volumes of updates, fidchweason location update technologies
become important. A setting is assumed in which a centraldeste stores a representation of each
moving object’s current position. This position is to be ntained so that it deviates from the user’s
real position by at most a given threshold. To do so, each mgoebject stores locally the central repre-
sentation of its position. Then an object updates the datalvhenever the deviation between its actual
position (as obtained from a GPS device) and the databa#topasxceeds the threshold. The main
issue considered is how to represent the location of a madiject in a database so that tracking can
be done with as few updates as possible. The paper proposss the road network within which the
objects are assumed to move for predicting their futuretipps. The paper presents algorithms that
modify an initial road-network representation, so thatdrks better as a basis for predicting an object’s
position; it proposes to use known movement patterns offbfect in the form of routes; and it proposes
to use acceleration profiles together with the routes. UstabGPS-data and a corresponding real road
network, the paper offers empirical evaluations and corapas that include three existing approaches
and all the proposed approaches.

Keywords: Database management, distributed databases, query gimgeésmporal databases

1 Introduction

In step with the emergence of an infrastructure for mobitelilme location-based services (LBSs) for gen-
eral consumers, such services are attracting increadiemtian in industry and academia.

An LBS is a service that provides location-based informmatio mobile users. The main idea is to
provide the service user with a service that is dependenbsitignal information associated with the user,
most importantly the user’s current location. The servi@y/malso be dependent on other factors, such as
personal preferences and interests of the user [3].

Examples of LBSs abound. An service might inform its usemualbraffic jams and weather situations
that are expected to be of relevance to each user. A friendtononay inform each user about the current
whereabouts of friends. Other services may track the positof emergency vehicles, police cars, security
personnel, hazardous materials, or public transport. Aeradivanced location-based “catch the monster”
game may allow a group of users to work together to surrourttdcach a virtual, but geo-positioned,
monster.

Services such as these rely to varying degrees on the trpokithhe geographical positions of moving
objects. For example, traffic jams may be identified by mainigpthe movements of service users; and
the users that should receive specific traffic-jam or weadttiermation are identified by tracking the users’
positions. Some services require only fairly inaccurageling, e.g., the weather service, while other
services require much more accurate tracking, e.g., medtased games.

We assume that users have wireless devices (e.g., mobileeghthat are online via some form of
wireless communication network. We also assume that thiigos of the users are available. Specifically,
we rely on the Global Positioning System for positioning.abzomplish tracking with a certain accuracy,
each wireless device monitors its real position (its GP$ipo$ and compares this with a local copy of the
position that the central database assumes. When needatkimnto maintain the required accuracy in the
database, the wireless device issues an update to the. SHreaitatabase may predict the future positions of
a device in different ways. In the general case, the databdgdiitly informs the mobile device about how
it predicts the client’s position. The challenge is then Howepresent, and predict, the future positions of
a mobile device in the database so that the number of updatemimized. Reduction of updates reduces
communication and server-side update processing.



A detailed coverage of related work is given in Section 6. Harg to the best of our knowledge the
techniques for update reduction proposed in this papertaeeen proposed or evaluated in past work. We
share the general setting with Wolfson et al. [16, 18], andpoaposals take the segment-based technique
described byéivilis et al. [4], which is similar to a technique presentey Wolfson and Yin [18], as the
starting point.

Section 2 describes the segment-based approach in sonie ldetfasis approach, the future movement
of a mobile device, termed a moving object, is represented mad segment drawn from the underlying
road network and a fixed speed. A road segment is a polylieg ai.sequence of connected line segments.
So, this representation assumes that a moving object movagoown road segment with constant speed.

As explained above, a moving object is aware of the serder4®presentation of its movement. The
server uses the presentation for predicting the currentipo®f the moving object. The client-side mov-
ing object uses the representation for ensuring that thesepredicted position is within the predefined
accuracy.

This paper presents techniques that aim to improve the bagiment-based approach. We are basing
our proposals on the segment-based approach because waifird be the most promising outset for
more advanced tracking techniques. As an added benefit|diingemoving objects to the underlying road
network, we gain easy access to content that is connectée toad network. Such content may be useful
in many LBSs. The paper presents the following techniquasithprove the segment-based approach:

e Modification of the road network. The number of updates twuasto be closely related to the
segmentation of the road network. We present techniquasaddification of a road network with the
purpose of finding appropriate segmentations of a road mktwo

¢ Use of anticipated routes for the moving objects. By usinges in place of segments allows us
to reduce the number of updates caused by changes of segrRmites are represented as (long)
polylines.

¢ Introduction of acceleration profiles. The basic approadumes that moving objects are moving at
constant speed in-between updates. In order to reduce thbamwof updates caused by the speed
variations of the moving objects, we introduce more aceuspeed modeling.

In summary, the paper’'s main contributions are (i) propo$al three types of techniques that aim to
reduce the communication and update costs associatedhagitinaicking of moving objects with accuracy
guarantees and (ii) empirical evaluations of the bestiegidtacking techniques and the new techniques
based on real data.

The paper proceeds as follows. Section 2 summarizes padyipwposed update policies and offers
motivation for further investigation of the segment-basggbroach. Section 3 covers improvements of
segment-based approach using road-network modificatiSestions 4 and 5 present the techniques for
update reduction using routes and acceleration profilspetively. Section 6 offers an overview of related
work. Section 7 summarizes, provides concluding remarkd, afers suggestions for future research.
Finally, an appendix reports on additional, detailed eixpents with tracking techniques presented in the
paper.

2 Background

In this section, we first describe the general tracking stertiaat we will use. Then follows a description
of the position data used for tracking. Then we describe #girg tracking approaches, including the
segment-based approach. Finally, we compare the appsoaddanotivate the paper’s direction.



2.1 Tracking Scenario

We assume that moving objects are constrained by a road rieamd that they are capable of obtaining
their positions from an associated GPS receiver. Movingabj also termed clients, send their location
information to a central database, also termed the serigeg wireless communication network. We as-
sume that disconnects between client and server are délalbybther mechanism in the network than the
tracking policies we consider. When a disconnect occuesehmechanisms notify the server, which may
then take appropriate action.

After each update from a moving object, the database infan@msnoving object of the representation
it will use for the object’s position. The moving object iethalways aware of where the server thinks it is
located. The moving object issues an update when the peedisition deviates by some threshold from
the real position obtained from the GPS receiver.

Figure 1 presents a UML activity diagram for the update sgeractivity diagrams model activities
that change object states). The client initially obtaisslatcation information from the GPS receiver. It
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Figure 1: Tracking Scenario Diagram

then establishes a connection with the server and issugsdata) sending its GPS information and unique
identifier to the server.

Having received this update, the server determines whaxtkimmg approach and threshold to use for
the client (these are predefined), and it stores the infoeomaeceived from the client in the database. If
the tracking approach is the segment-based one, the sésvanses map matching to determine on which
road segment the client is moving. The server then sendsgtesentation of the client’s current and future
position to the client.

Having received this information from the server, the dliebtains its actual, current location infor-
mation from the GPS receiver. The client then calculateprigslicted position using the representation
received from the server, and it compares this to the GPSiqusilf the difference between these two
exceeds the given threshold, the client issues an upddte s®tver. If not, a new comparison is made. This
procedure continues until it is terminated by the clienthaugh the server may also initiate and terminate
the tracking, we assume for simplicity that the client isamtrol. This aspect has no impact on the paper’s
contribution.



2.2 Data Description

As mentioned, GPS is used for positioning of the moving dbjedn experiments that will be reported
throughout the paper, we use GPS-log data collected duringtelligent speed adaptation project [9]. In
this project, GPS receivers and small custom made compwanesinstalled in a number of cars that were
driving in the Aalborg area, Denmark. This resulted in thieation of a GPS-log for each car that contains
position samples for approximately every second duringp#reds when the car was being operated during
a period of approximately 8 weeks.

For our experiments, we also use a digital road network obthfrom the same project. The road
network is composed of a set of segments, each of which games to some part of the road network that
is in-between a pair of consecutive intersections or amgettion and a dead end. A segment is defined as
a sequence of coordinates, i.e., as a polyline. Furtherptm network is partitioned into streets, and each
segment belongs to precisely one street. Each segmerifigeitt street by referring to a street code. The
top part of Figure 5 offers a visual image of part of the digitead network.

2.3 Existing Tracking Approaches

We proceed to describe three existing tracking approaetes\fith minor variations, the first and third of

these were previously proposed by Wolfson and Yin [18] (se&ti®n 6 for additional discussion). These
techniques follow the scenario described in Section 2.0 difier in how they predict the future positions

of a moving object.

Point-Based Tracking. Using this approach, the server represents a moving objkittire positions as
the most recently reported position. An update is issued imp@ing object when its distance to the pre-
viously reported position deviates from its current GPStmosby the specified threshold. An example of
point tracking is presented in Figure 2(a). Here, the ciraieicate the threshold, and (solid) points indicate
(server-side) predicted positions that result from an tgbaing issued by the object. The two bold lines
indicate connected segments of the road network, and thditlei represents the actual object movement.
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Figure 2: Tracking Policies: (a) Point-Based, (b) VectasBd, and (c) Segment-Based

Vector-Based Tracking. In vector tracking, the future positions of a moving objere given by a linear
function of time, i.e., by a start position and a velocity teecPoint tracking corresponds to the special case
where the velocity vector is the zero-vector.

A GPS receiver computes both speed and heading for the dbjscassociated with—the velocity
vector used in this representation is computed from these tdsing the same notation as the previous



figure, Figure 2(b) shows also the velocity vectors that aexlfor prediction. Solid points again indicate
predicted positions that result from updates, while theaiaing positions are simply predicted.

Segment-Based Tracking. Here, the main idea is to utilize knowledge of the road nekwomwhich the
clients are moving. A digital representation of the roadwoek is required to be available. The server uses
the GPS location information it receives from a client toatecthe client within the road network. This is
done by means of map matching, which is a technique thatiposian object on a road-network segment,
at some distanced from the start of that segment, based atdndnformation from a GPS device.

In segment-based tracking, the future positions of a cleatgiven by movement at constant speed
along the identified segment, which is represented as aipelyl he speed used is the speed most recently
reported by the client. When or if the predicted positionches the end of its segment, the predicted
position remains at the end from then on. In effect, the sedpipased tracking switches to point-based
tracking.

Segment-based tracking is sensitive to the fidelity of tta& noetwork representation used. If for some
reason, a matching road segment cannot be found when a mobjegt issues an update, the segment-
based approach switches temporarily to the vector-bagawagh, which is always applicable. On the next
update, the server will again try to find a matching road segnmethe database.

Map matching may fail to identify a segment for several reasd-or example, the map available may
be inaccurate, or it may not cover the area in which the clehicated. The use of vector-based tracking
within the segment-based tracking renders segment-besedrig robust.

An example of segment-based tracking is shown in Figure 2(ojice that all predicted positions are
now located on the road segment, not on the trajectory cdalaim the GPS receiver. The example next
further explains segment-based tracking.

Example 2.1. Consider a taxi moving in a road network. The taxi startsgadti2 p.m. It starts at position
(zo,Y0), and it travels at 50 km/h. The threshold is 100 m, i.e., wealrieeknow where the taxi is within
100 m. With point-based tracking, an update is issued whertaki gets to be more than 100 m away
from the previously reported position. This situation i®wh in Figure 2(a). Using the vector-based
approach, the taxi’'s movement direction is taken into aotorhis yields a better approximation of the
taxi's movement, thus reducing the number of updates—sgeré&i2(b). If we have available a digital
representation of the road network in which the taxi is mgyisegment-based tracking is possible (see
Figure 2(c)). Here, the updated point (a) occurs becaustaxslows down so that its predicted position
moves ahead of the real position by more than 100 m. The up@aiat (b) occurs because the taxi reaches
the end of a segment so that its predicted position stopse Wia taxi keeps moving. The updated point (b)
places the taxi on a new road segment.

2.4 Comparison of Update Policies

The tracking approaches described in Section 2.3 weremmyﬁtivilis et al. [4] using the INFATI data
described in Section 2.2. Approximately 458,000 GPS pmsiticollected from four cars were used, and
thresholds ranging from 40 to 1,000 m were investigated.

Experimental results are presented in Figure 3. The reselts obtained by simulating the scenario de-
scribed in Section 2.1. Specifically, the movement of eachvea simulated using the log of GPS positions
for the car. So a client program and a server program integiadta simple experiment management system
is in charge of the bookkeeping needed in order to obtaindhi@pmance results. Instead of obtaining GPS
positions from a GPS device in real time, the client prograitizes the GPS log, which of course makes the
simulation much faster than the reality being simulatede hbokkeeping involves the counting of updates
sent from the client program to the server program and kegepatk of time.



All performance studies reported in this paper follow thastern. The studies differ in the specific GPS
data and road networks used, and in the tracking policied. use
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Figure 3: Comparison of Update Policies

In Figure 3, accuracy threshold values in meters are on:theis. The client obtains a GPS position
from the GPS device every second and performs a comparisaede the GPS position and the predicted
position. They axis then gives the average number of seconds in-betweae@ative updates sent from
the client to the server in order to maintain the requiredieazy.

It is seen that the time in-between updates increases astiweaay threshold increases, i.e., as the
required accuracy decreases. The point policy shows thetyerformance. Notice that the largest im-
provement of the segment-based and vector policies overdim policy is for smaller thresholds, while
for larger thresholds the improvement is smaller. For thoéts below 200 m, the segment-based and vector
policies are more than two times better than the point policy

We find that segment-based tracking was outperformed bedhesroad segment in the underlying
road network were relatively short, having an average leongtl74 m. It may be that a relatively straight
road is represented by several segments. In this case r¥eded tracking may need less updates. So,
although vector-based tracking is simpler and slightlydsetve find it likely that it is possible to improve
the segment-based tracking to be the best.

In addition, segment-based tracking, by relating the looadf a moving object to the underlying road
network, offers additional advantages:

¢ Buildings, parking places, traffic jams, points of interésiffic signs and other road-related informa-
tion that is mapped to the road network can be associatedhégtiocation of a moving object.

e Road network-based distances can be used in place of Eamtldistances.
e Acceleration profiles, driver behavior on crossroads, amgroroad-related data that increase the

knowledge about the future positions of moving objects caiploited.
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Consequently, we have chosen to base our proposals for memaire efficient tracking techniques on
the segment-based tracking approach.

3 Modification of the Road Network

Recall that with segment-based tracking, the predictedipnf an object moves at constant speed along
a segment until it reaches the end of the segment, at whiehttimpredicted position remains at the end of
the segment. The experimental study reported in the pre\geation indicates that the numbers of updates
in segment-based tracking are closely correlated with tirebers of changes of segments. This motivates
modification of the underlying road network representattat may lead to less segment changes.

We proceed to present several road network modificationg. if&in idea is to connect the road seg-
ments in such a way that moving objects would have to changmets as few times as possible as they
travel in the road network. We first present a general segonwmiection algorithm and road network mod-
ification approach. Then three subsequent algorithms asepted that reuse this algorithm. At the end,
the effects on tracking of the three algorithms are comparp@rimentally, and city and suburban driving
are compared.

3.1 General Segment Connection Algorithm

The general segment connection algoritt8C captures the overall approach to road network modifica-
tion.

The idea is to iterate through all segments in the road né&ttedse modified according to some specified
ordering. During each iteration, the algorithm thus ordalsvailable segments and then tries to extend
the topmost, or current, segment with other segments. Tddo the algorithm identifies all existing
segments that start or end at the start or end of the currgniesg and extends the current segment with
the most attractive such segment(s) according to some spleeified ordering. A current segment that has
been extended is considered in the next iteration, but theeet(s) that were used for the extension are
disregarded. A current segment that has not been extendechbs part of the result and is not considered
any further.

The algorithm takes four parameters as input. The first imd retwork, denoted byn, which is a set
of segments. Each segment is a polyline that representslh knear part of the road network. Segments
can have connections with other segments only at theirastdrend points. Further, each segment (initially)
belongs to only one street and has one street code assigitedtlitional detail about the concrete road
network used in empirical evaluations in this paper can hmdoelsewhere [9]. The second parameter
of GSC is a Boolean valued variablec that controls the segment connection procedure by allowing
or disallowing the connection of polylines with differeriteet codes. The third and fourth parameters,
rnPrioritization and candPrioritization, are sort order specifications that specify how to sort skts o
polylines. By supplying algorithnGSC with different parameters, different transformations afoad
network result.

Algorithm GSC uses functiorfirst(set_of _segments, stc, Prioritization). This function returns the
segment inset_of _segments that is first according t@Prioritization, which is a sort order specification.
It consists of a list of segment properties, e.g., lengtheddimit, number of neighboring segments, along
with an indication of whether sorting should be done in adoenor descending order.

A property of a segment can be calculated based on the otipereses available in the argument set of
segments. An example is the number of segments with whicraesat can be extended. When calculating
such properties, iftc is set totrue, segments with street codes that are different from thetstade of the
current segment are not considered; otherwise, all segnaemiconsidered.



A property such as the angle between two spatially connesgigthents involves two segments. In this
case, functiorfirst(set_of _segments, stc, Prioritization, pl) takes an additional parameter: segmght
Then each segment fromet_of _segments will have a property “angle” that is equal to the angle betwvee
the segment angll.

Algorithm GSC is defined next and explained in the following.

Algorithm GSC(rn, stc, rnPrioritization, candPrioritization)

1. en—10

2. while rn # () do

3. pl « first(rn, stc, rnPrioritization)

4. rn—rn\{pl}

5. epls+— 0

6. foreachpd € {start(pl),end(pl)} do

7 cand — {plc|plc € rnA(pd = start(plc) V pd = end(plc))A
(ple.streetcode = pl.streetcode V —ste)}

8. if cand # () then
9. pl — pl extended wittfirst(cand, stc, candPrioritization, pl)
10. epls «— epls U {first(cand, stc, candPrioritization, pl)}

11. if epls # O thenrn «— (rn \ epls) U {pl}
12. elsecn «— en U {pl}
13.return cn

A variable cn that will accumulate the result of the algorithm is firstimiized. The algorithm then iterates
through the polylines of the argument road network in theusrgnt road network in prioritization order.
During each iteration, the algorithm will use up to two poigls of the road network for extending polyline
pl. Variableepls holds these polylines.

Lines 7 to 10 are iterated through for the two delimiting peiof polylinepl. These points are returned
by functionsstart(pl) andend(pl). Line 7 computes the set of candidate extension polylinesd, for
a delimiting point. Ifstc is true, extension polylines must have the same street cotieegolyline being
extended.

If candidate extension polylines exist, the algorithm pexts with lines 9 and 10; otherwise, it proceeds
with the next delimiting point or maintenance @i andcn. In line 9, the first of the candidate polylines
according to the argument candidate prioritization sodeois identified and used for extending polyline
pl. The polyline used for extending is added to setlps in line 10. Next, if extension was successful, the
polylines used for extension are subtracted fremand the extended polyline is addedrta Otherwise,
polyline pl is added to the result set.

The algorithm returns the modified road network. It shoulehbied that the algorithm does not modify
the street codes of segmentssit is true, a segment is extended only with segments with identicaéstr
code, which implies that the street codes on the resultind network are correct. Hic is false, the street
codes on the resulting road network are not meaningful. &ulent algorithms do not use street codes
when this is the case.

The worst case running time complexity of the algorithn®ig:®) wheren is the number of polylines
in the argument road network. The analysis is as follows. mh& while loop executes at mosttimes.
Within this loop, line 7 may involve iteration over all poigés in the road network. However, the worst
case complexity is caused by the presence ofiteefunction calls. In the worst case, it takesterations
to determine the value for an attribute specified in a sortrond, and it takes anotheriterations to find the
first element given the sort ordering attribute values. diudth be noted that the road-network modification
approaches based on this algorithms are executed only odcm an initial, off-line preprocessing step.
The running times of the modifications thus do not affect tiretime performance of the tracking.
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3.2 Street Code-Based Approach

The general idea is to give priority to connecting polylinagh the same street code. This way, longer
road segments are constructed that tend to correspondttogiaramed streets. In cases where there are
several candidates with the same street code, prioritwengbp the shortest polyline. This strategy reduces
the probability that unconnected polylines will be shorheTpolyline connection algorithm for the street
code-based approach is defined as follows:

Algorithm NSC(rn)

1. rn «— GSC(rn, true, [streetcodeysc , lengthasc|, [Sides desc, lengthges.))
2. rn — GSC(rn, false, [streetcodegsc, lengthase], [sidesdesc, length gese))
3. return

Algorithm NSC makes two calls to algorithf&SC using differing parameters. The first call uses the
argument road networkn and requires that polylines being connected have iderdtoa¢t codes.

The sort order used for specifying the iteration over thel neatwork sorts polylines primarily accord-
ing to ascending street codes and secondarily accordingeio ascending lengths. The algorithm thus
processes segments in street code order and gives primstyort segments. Notice that a sorting order of
streetcode ... Would also work instead oftreetcode,s.. Both ensure that the polylines with the same street
code are processes together, which is want we want to achieve

The sort order used when selecting the best candidate peligdr extending a polyline first orders the
candidate polylines in descending order accordingdes, which has value 1 or 2 depending on how many
sides to which the polyline can be extended (as it is a catalitlee value is at least 1). The secondary or-
dering is according to descending length. As a result, citeisegments are preferred that can be extended
further, and among such candidates, the longest are pmdferr

The second call t6&sSC is applied to the result of the first call. In contrast to thstfaall, street codes
are not taken into account when connecting polylines. Theosderings used are the same as those used in
the first call toGSC.

3.3 Tail Disconnection Approach

The street code based approach does not distinguish betaiarroads and side streets. The underlying
observation that motivates the tail disconnection apgrdachat moving object can be assumed to be
moving on main roads most of the time. In this approach, we finst connect polylines disregarding side
streets, termed tails, and we only subsequently take tlsarn& account.

Definition 3.1. (Tails) Let rn C PL be a set of polylines. A polylin@l € rn is a tail if at least one
delimiting point of p/ is not connected to any delimiting point of any other polglionrn. Tails are also
termed first level tails. Théth level tails inrn are those polylines that are tails in the set obtained by
subtracting all tails at lower levels tharfrom rn. We defineTails(rn) of a road networkn as the set of
pairs(pl, level) of a polylinepl in rn and a level numbelevel in N such thatp! is a tail at levellevel.

A few comments are in order. If a road network has a purelyanddical structure, each polyline may
be a tail at some level. Polylines that belong to a circullarcstire in a road network, i.e., a structure where
each constituent polyline is connected at both ends, ar&aitet A highest tail level is assigned to all non
tail polylines (e.g.,l + max({level|(pl, level) € Tails(rn)})).



The polyline connection algorithm for this approach is dedias follows:

Algorithm TSC(rn)

1. rn «— GSC(rn, true, [streetcodeys., tailleveljese, lengthyse, [taillevelgese, sidesgese, length goq.))
2. mn — GSC(rn, false, [streetcodeysc, tailleveljese, lengthasc|, [tailleveljese, sides gese, length goqc))
3. return rn

Algorithm T'SC has the same structure B&SC. In line 1, the first call taGSC requires that polylines
being connected have identical street codes.

The sort order used for specifying the iteration over thel neetwork sorts polylines according to as-
cending street code, then according to descending tail, land finally according to ascending lengths.
The sort order used when selecting a candidate polylinexi@neing a polyline first orders the candidate
polylines in descending order according to tail level, thedescending order according 4éies, and then
according to descending length.

These sort orders ensure that non-tail polylines are coeddicst. Tails will be used only when no non
tail-polylines are available. Using always tails with thgtrest levels first is also beneficial, as a polyline
with tail leveln can be extended with a polyline with tail level 1.

The second call t&xSC is applied to the result of the first call. Here, connectioasMeen polylines
with different street codes are allowed. The sort orderirggd are the same as those used in the first call to
GSC.

It should be noted that because algorit@®C does not update tail levels, a segment being extended
retains its tail level. This is exactly as intended.

3.4 Direction-Based Approach

The last approach takes into account the directions of thdidate polylines at the connection point. The
idea is that moving objects are expected to be moving astlyiras possible towards their destinations,
which means that they will tend to move as straight as passibtl by making as few turns as possible.

This approach thus gives preference to polylines that soatin the same direction as much as possible
when extending a polyline. Put differently, preferenceii&g to polylines with a direction at the connec-
tion point that has a small angle with respect to the diractibthe polyline to be extended, again at the
connection point.

The polyline connection algorithm for the direction-basgxbroach is defined as follows:

Algorithm DSC(rn)

1. rn «— GSC(rn, true,[streetcode,sc, taillevelgese, angleAvgase, lengthqse),
[tailleveljese, sidesgese, anglegse, length g.q.))

2. mn — GSC(rn, false,[streetcodes. , taillevelges., angleAvgqsc, lengthgsc),
[taillevelyese, sidesdese, anglegse, length ...

3. return

The algorithm extends thESC algorithm by introducing the new propertiesgle andangle Avg. Prop-
erty angle denotes the angle between a polyline being extended anddidesa for use in the extension.
Specifically, the line segment at the connection point ofitigline to be extended is itself extended towards
the candidate polyline. This extension corresponds toagg$iir extension of the polyline’s line segment at
the connection point. Propertyngle is then the angle between the extended line segment andnthe i
segment of the candidate polyline at the connection por. FSgure 4. A small angle is thus preferable.

Next, propertyangle Avg of a polyline being extended denotes the average of the assthatlgle values
possible for both ends of the polyline. If the polyline canipe extended to one side, an angle of 180 degrees
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Figure 4: Angles Beween Polylines

is used for that side. Thus, for a polyline that can be exténd#h three polylines to one side with angles of
34, 22, and 90 degrees, respectively, and that has no extersi the other sidengle Avg = (224 180) /2.
The other parameters are the same as IT®E€ algorithm.

3.5 Comparison of Approaches

The goal of all the road modification approaches is to contiexpolylines of road segments into longer
polylines, so that moving objects travel on less polylinesdoing this, we assume that objects in a road
network move mostly along the main roads. We proceed to atabhe results of the road network modifi-
cations in terms of how well the constructed polylines cgpoand to the main roads.

All policies succeeded in connecting short polylines irdnder ones. Before modification, the road
network has 14,708 segments in total, and the average lehgteegment is 174 m. Application of each of
the three modification approaches resulted in close to ;83dines and an average length of about 450 m.

Before presenting the results of general experiments Wwihdifferent modified networks, we use the
examples in Figure 5 to offer the reader a feel for the appremand their differences. The figure displays
part of the unmodified road network at the top, with two smigdlrts, labelecl andbl, being identified
for further consideration.

The polylines created by the street-code based approaehtineworst in connecting the main roads. (In
residential and other areas, it is common for a main road tarside streets to have the same street code.)
Partsa2 and b2 exemplify how the street-code based approach fails to ocaphe main road as a single
polyline, or segment, for these two parts of the network. dnt B2 the main road is vertical and straight;
in Partb2, is also fairly straight, but horizontal. The number nexatshort polyline is the identifier (“id”
for short) of the “long” polyline to which it belongs. A bolihke without an id represents an unconnected
polyline.

In Parta2, segment 6,303 makes a loop, and segment 5,961 starts adetread, while the main road
has a single segment that was not extended by the modifigatimedure. In Paki2, segment 6,473 “ends”
because of a turn to a side road.

The tail disconnection approach fixes some of the problem®attb3 of the figure, a single segment
now represents the main road. This is in contrast to thetsituen Partb2, where two segments share the
main road. Specifically, we see that segment 6,850 repreti@entire main road on the map and that side
roads are “eliminated.” However, the tail disconnectioprapch does not improve the situation in Rt
where there are no tail polylines.

The direction-based approach is the best at assigning waits to few polylines. This approach solves
problems like those shown in Padg& andb2. Since priority is given to straight extensions of polykna
single polyline, with id 5,753, represents the straight pathe road—see Paa3. With the direction-based
approach, and unlike the two other approaches, the mainisaagresented by one polyline, and the side
roads are represented by two polylines.

In Figure 6, we present a comparison of the update perforesafar the segment-based policy using
the non-modified road network and the road networks reguftiom application of the street code-based
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Figure 5: Road Network Modifications

approach (algorithm SSC), the tail disconnection apprdatgorithm TSC), the direction-based approach
(algorithm DSC). The vector-based policy is also included.

In the comparison, 568,307 GPS records were used. The curtles upper chart show experimental
results using thresholds ranging from 40 to 1,000 m, andaver chart provide a better view of the results
for thresholds in the range of 40 to 200 m.

All three road network modifications increase the perforoeaof the segment based policy and out-
perform the vector-based policy. The segment-based pbésythe best performance when using the road
network resulting from the direction-based modificatiomeTperformance of a theoretical, constant-speed
optimal policy, to be explained and discussed in the nexi@eds also included in Figure 6. This policy
in effect assumes that a moving object always stays on the se&gment and moves at constant speed,
meaning that updates thus only occur due to speed variatBased on these experiments, we select the
direction-based approach as the best of the three road rietmaxiification approaches.

3.6 Comparison of Suburban Versus City Driving

Another round of experiments were conducted to see theteftdécity versus suburban driving. For these
experiments, we used GPS logs from 10 cars that total moneatia million GPS points. We divided these
points into two parts, .56 million points that are locatedhivi a rectangular region enclosing the center of
Aalborg were designated as city points, and .45 million moutside this region were designated as sub-
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Figure 6: Comparison of Road Network Modifications

urban points. Figure 7 shows how different techniques perfor the city and suburban data. Specifically,
we consider the segment-based policy with an unmodified neddork and the network resulting from
application of the direction-based approach transfomnatalgorithm DSC), and we consider the “optimal”
policy. Thresholds range from 40 to 1000 m.
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Figure 7: Segment-Based and “Optimal” Tracking for City &uburban Driving

We expect smoother speed variations for suburban driviaug fibr city driving. The better performance
of the “optimal” policy (which is sensitive only to speed iaions) for suburban driving than for city
driving confirms this. It can also be observed that the expenis with the unmodified road network differ
little for city and suburban driving. This suggests thahgsihe unmodified road network, the majority of
updates happens due to segment changes, not due to spegidwalt should also be noticed that use of
the transformed road network yields better performanceifgras well as suburban driving, in comparison
to use of the unmodified network. This indicates that manyatgsl caused by segment changes were
avoided. Finally, it is observed that, with the modified netky the segment-based policy performs better
for suburban driving than for city driving. This may be duebtath the smoother suburban speed variations
and longer suburban road segments.

4 Update Reduction Using Routes

The focus of this section is the use of the routes of movingabjfor update reduction. At first, we
introduce a theoretical, constant-speed optimal polidyenTwe consider the use of a user’s routes, which
are ‘long’ segments, in the segment-based policy inste#ideafise of road-network segments.

4.1 Theoretical, Constant-Speed Optimal Policy

One may distinguish between the updates sent from cliemri@sbased on the outcomes of the associated
map matching. Recall that in segment-based tracking, wieisérver receives an update with a position
p;, it attempts to map match the position onto the road netwerkio find the most probable polylinapl
and pointmp on it.

With MM being the map matching function thémpl, mp) = MM(p;, rn); and if MM(p;, rn) =
(null, null), the map matching is unsuccessful, and tracking is donedtorenode. Assuming that the
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map matching is successful and expres@MM(pi, m)) .mpl returns polylinempl to which a given point

pi is map matched, then (MM (p;_1, rn)).mpl = (MM(p;, n)).mpl, we say that the update is caused
by speed while if (MM(p;_1,rn)).mpl # (MM(p;, n)).mpl, we say that the update is caused by a
segment chang@ositionp;_ is that of the previous update).

The theoretical, constant-speed optimal policy introducere indicates how few updates it is possible
to achieve with the segment-based policy in the best casedthars when a moving object travels on only
one segment and no updates occur due to segment change. liEliégpoptimal under the assumption that
the speed of a moving object is modeled as being constardtimelen updates.

This policy is included here because it gives a measure ahajity under the assumption of constant-
speed prediction. The policy is used for comparison purposdy and is not a practical policy. The policy
is impractical because it assumes that the entire polylioegawhich a vehicle will ever move is known
in advance. We are able to use this policy here because wethawentire GPS logs for each vehicle.
Using these, we simply construct (very long) polylines ihracisely track each vehicle “ahead of time.” In
practice, we receive GPS positions in real time.

In Figure 6, the curve for the constant-speed optimal pajiees the lower bound for the number of
updates needed by the segment-based policy. The devidtittre aegment-based policy using the non-
modified road network from the optimal case is substantiaging) the modified road networks, the per-
formance is significantly closer to the optimal case. Fongxa, for a threshold of 200 m, the use of the
road network modified using the direction-based approacte@ses the average time duration in-between
consecutive updates from 28 to 46 s in comparison to the ue einmodified road network.

4.2 Use of Routes

It seems reasonable to assume that individuals who traeetraveling in order to reach a destination.
Folklore also has it that travelers frequently use the sates to their destinations. For example, a person
going from home to work may be expected to frequently usedheesroute. This general type of behavior
is confirmed by the GPS logs we have available [9].

Taking advantage of knowledge of the routes used by a mowjegbcan reduce the number of updates
caused by segment changes. Since a route is a sequenceiafrnoad segments, a route is represented
simply as a polyline. Therefore, the segment-based poltych is applicable to any polylines, is also
directly applicable to routes. All that is needed is to collect theeewf each user [2].

When using the segment-based policy with routes, we effdgtassume that we know the future posi-
tions of an object. This is like in the theoretical, constsmeed optimal policy. The differences from that
policy are that the polylines that represent routes ardexdeaom the road network, not from GPS logs, and
that deviations from the assumed route are handled. Spalyifi€ an object deviates from its route, this is
treated simply as a segment change. This will most likegger an update, but it will not lead to failure.

For experiments, we have extracted log data that represauiiss from home to work of drivers rep-
resented in our GPS data. The data set contains 56,000 Ingsent/sing this data, Figure 8 reports the
performance of the segment-based policy when routes ate asevell as of the theoretical approach based
on the same data.

The policies have practically the same performance. Thdl sfegiations between the two are only
visible for higher threshold values, which is due to the $mambers of updates for these. For example,
at a 50 m threshold, each policy has more than 1850 updatésh wanders the difference of 96 updates
invisible. At a 950 m threshold, each policy has just aboveé @@dates, rendering the difference of 14
updates visible. The slight deviations between the pdaiomy be explained by the differences between
the routes used by the two policies. In particular, the ®matnstructed from GPS points and used by the
theoretical policy are slightly more detailed and thus lemitpan the ones used by the segment-based policy.
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Figure 8: Use of Routes Versus the Theoretical Approach

The conclusion is that knowing the route of an object in adeacan eliminate virtually all updates
caused by segment changes and thus significantly improggeetifiormance of the segment-based policy.

5 Update Reduction Using Acceleration Profile

Even if the future trajectory of an object is known precisahd updates caused by segment changes thus
are eliminated, updates still occur due to variations iredpel'he reason is that the segment-based policy
assumes that objects move at constant speed—it takes aie tpadhange the speed.

In this scenario, the modeled speed of an object moving aangd is a stair function. Figure 9 presents
the variation of a car’s speed along a part of its route fromédo work. The stepwise constant speed is the
one used by the segment-based policy with a 70 m threshotth li&w step in the stair function is marked
with a dashed line and represents an update. The densite afeps depends on the threshold—smaller
thresholds yield more updates.

It is reasonable to expect that more accurate modeling opleed variation of an object along its
route, e.g., using averages of the speeds during pastseds@f the route, can help better predict the future
position of the object as it moves along the route. Figurdltiates the speed variation of one car along
part of its route from home to work. Here, the thin lines reprd the speeds for 12 different traversals of
the route, and the solid line represents the average spaegl e route.

The figure reveals a clear pattern in how fast the car drivesgalhe route during different traversals.
The geometry of the route, the driver's habits, and the trafiiuation are probably the primary causes
for this correlation. Figure 11 displays the geometry of partial route. The figure contains distance
measures that allow the reader to correlate the geometty tivét patterns displayed in Figure 10. The
first deceleration of the car happens in preparation for tiegyeg a sharp 90 degree curve. Then the car
accelerates, decelerates, makes a right turn, and ddesldéuather as it reaches a traffic light. On green,
the car accelerates along a main road where it subsequastyep through two large rotaries. It can be seen
that the car reaches its highest speed on the long, straigtdtsof main road and that the speed as it enters
a rotary is on average higher than the speed at the traffit llghan also be seen that the car decelerates
more quickly than it accelerates. We expect this type of ieh#o be typical.
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Figure 10: Speed Pattern for 12 Traversals of a Partial Route

The clear pattern in Figure 10 indicates that tracking witidy performance can be achieved by more
accurate modeling of the predicted, future speed of a masimect.

We consequently create an acceleration profile for cagutie average speed variation of the move-
ment of an object along a route. It should be noted that a prigfitreated for each combination of a route
and object using the route. Assigning profiles to the roadioidt that are to apply to all moving objects and
for all uses of the segments of the road network is expectbe tess useful. We assume the presence of a
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separate software component that generates frequentyasies for the moving objects being tracked [2].
Having this be a separate component is reasonable, as evataseful for other tasks than tracking.

An acceleration profile consists of acceleration valuesttogy with the distance intervals during which
these values apply. A profile is created by first dividing tkerage speed variation along the route into
intervals where the acceleration changes sign (i.e., fragitipe to negative or vice versa). Then the average
acceleration is calculated for each interval. We define aelaration profileapf as a sequence of + 1
measuresn; andn accelerationsi;, (mo, ag, - .., my—1,a,-1, my). Accelerationa; is valid in interval
[mu mi-i—l)-

To see how an acceleration profile is used, assume an objegsmath speedy and that its current
location (“measure”) along the routes, distance units after the start of the route, whergbelongs to
the interval[megin, menq) iN Which the acceleration profile has acceleration valud@hen the predicted
positionm,,.; and speed,,., of the object within intervalmegin, menq) at timet is given by:my.eq =
mo + vot + (a/2)t* (Vpred = vo + at).

Figure 12 exemplifies speed modeling when using an accelerptofile. The figure concerns the
movement of one moving object along a route. We assume teasdbment-based policy with a 70 m
threshold is used. In this figure, the light vertical dottieet$ mark updates. To provide better insight into
the behavior of the policy used, we include the deviationveen the real position of the moving object and
its position as predicted by the policy.

The algorithm “Predict Positions with Segment policy ana@leration profile,PPSA extends a pre-
viously proposed algorithm [4] with the ability to modifyelspeed of an object according to an acceleration
profile.

The algorithm takes two parameters as inpubpa andt, where the first parameter is a structure with
five elements: (i) A polylinemopa.pl, that specifies the geometrical representation of the ngosiject’s
route, (ii) an acceleration profilepopa.apf, for speed prediction along the route, (iii) the locationtiod
client, mopa.m, given as a measure value on the route, (iv) the speegq.plspd, of the object, and (v)
the time,mopa.t, when the location and speed were acquired. Parametemopa.t is the time point for
which the location of the object should be calculated. Tlseltas the coordinates of predicted location of
the object at time.
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Figure 12: Speed Modeling Using Acceleration Profile

Algorithm PPSA (mopa,t)
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17.

Mpred < MOPa.M
Vpred < mopa.plspd
tpred < t — mopa.t
while t,,,.q > 0 do

accel — getAcceleration (mypreq, mopa.apf )

S« accel.end — Myyeq

dt — 0

if vf)md +2-accel.a-S >0 A accel.a # 0 then
dt1 «— ( — Upred-i-\/vired + 2 - accel.a - S)/accel.a
dtg — ( — Upred_\/vgred + 2 accel.a - S)/accel.a
dt «— max ({0, min({dt|dt € {dt1, dt2} A dt > 0})})

if dt =0thendt «— S/vpreq
accel.a +— 0

if tyreq < dt then dt «— tp,eq

Mpred < Mpred + Vpred * Al + accel.a - dt2/2

Upred < Vpred + accel.a - dt

Upred < pred — dt

18.if myreq > M (mopa.pl, mopa.pl.penq) then return mopa.pl.peng
19.return M~ (mopa.pl, Mpred)
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The algorithm first initializes temporary variables: Vélesm,,.q andv,,, are set to contain start-
ing location and speed of the moving object, and variaplg; initially holds the time elapsed since the
time when the moving object’s location was acquired. Thectty movement should be predicted for this
duration of time. In general, several acceleration intsreae passed through during this duration of time,
meaning that different acceleration values should be egpluring the prediction. The algorithm iteratively
calculates the time required to pass through each acdeleraterval and reduces the prediction timg.
with this time. When the prediction time is exhausted (lifgtde loop stops, and the algorithm calculates
and returns the coordinates of the predicted location.

In line 5, acceleration value for the predicted location of the objest,,.; and boundary poinénd
of the acceleration interval where acceleration valuspplies are retrieved and storeddecel; these are
returned by functiometAcceleration In the case wherer,,., is equal to boundary point;, the boundary
point m,,1 of the next acceleration interval is returned. If there asemore acceleration intervals, an
acceleration value df is returned, and the boundary point is setdo Notice thatm,,,.q is initially equal
to the location of the object at the time of the update (line 1)

In line 6, the distancé to the end of the acceleration interval with acceleratioee!.a is calculated.

The timedt required for the object to reach the end of the acceleratitamal (moving with acceleration
accel.a) is calculated in lines 9-11. This time is calculated ushgquadratic equationccel.a - dt?/2 +
Upred - dt — S = 0. It has solutions only ifjgmd + 2 - accel.a - S > 0 (line 8), and only positive solutions
are valid, as the meaning of the solution is time. If theretese positive solutions, the solution with the
smaller value is the valid one (line 11). If the equation hawalid solution, the resulét is equal ta0. In
this case, prediction using constant speed is performees(lLl2 and 13).

After the time required to reach the end of the acceleratiberval is calculated, this time is compared
to remaining prediction time,,..;. If the time left for which prediction should be dong,.,, is less than
time required to go distancg, then the algorithm does prediction only for tih)g.; (line 14). Lines 15 and
16 then calculate the predicted location,,.; and speed,.;. The prediction time is reduced in line 17,
and the loop is repeatedtif,.q > 0.

Finally, the coordinates corresponding to locatiep,.; are calculated and returned. This is done in
lines 18 and 19. If the predicted locatien,,., is beyond the end of the route as described by polyline
mopa.pl (line 18), the end point of the polyline is returned. This @nd by comparing the predicted
measure on the polyline with the measure of the end pdipt.,,; of the polyline. FunctionM calculates
the measure value on a given polyline of a given coordinaitet pOtherwise, the coordinate pointof,,.
is calculated with the inverse functiont—!, which calculates the coordinate point of a given measureva
on a given polyline.

Experimental results for the segment-based policy usintesand acceleration profiles are presented
in Figure 13. These experiments are based on data from thement of five cars along different routes.
The GPS data set used here consists of a total of 57,202 secdlet experiments shows that the use of
acceleration profiles is able to improve performance. Toigioms that when knowing the past acceleration
pattern of an object’'s movement along a route, it is posstbifeore accurately predict the future positions of
the object along the route. For example, using a threshak@im, the average time in-between updates is
increased from 72 to 98 s. We note that with accelerationlpspfive outperform the previously introduced
theoretical policy that was optimal only under the assuamptif constant-speed prediction.

In closing, it is also worth considering a few speed modetditigrnatives and some implication of our
choice. In reality, the travel speed associated with a regthent varies during the day, and different drivers
may well negotiate the same segment with different speeglasBociating acceleration profiles with routes
that are specific to individual drivers, we capture the temeamong drivers. And because the same route
(e.g., from home to work or from work to home) is typically dsguring the same time of the day, the
variation of speeds across during the day is also taken auouent fairly well. Next, if significant variations
exist within the observations based on which the acceteratiofile of a route is constructed, it is possible
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Figure 13: Results Using Acceleration Profile

to create several speed profiles, e.g., so that rush-hounamdush-hour profiles are available. We did
not find a need for several acceleration profiles in the GP& wathave used. Finally, we feel that the
alternative of associating acceleration profiles with tredrnetwork itself leads to solutions that either will
be more complex or will be less accurate.

6 Related Work

When predicting the future position of an object, the notidtrajectoryis typically used [10, 14, 15, 19],
where a trajectory is defined in 3-dimensional [14] or 4-digienal [15] space. The dimensions are a two-
dimensional “geographical” space, a time dimension, andrexertainty thresholds dimension. A point in
this space indicates when an object is in a given locationvamat the uncertainty of the representation
of the location is. Such points may be computed using spesitsliand average speeds on specific road
segments belonging to a trajectory. Xu and Wolfson [19] usrame real-time speeds reported every 5
minutes by in-road sensors. In our techniques, the prediaf an object's movement is done using the
speed received from the object. For more accurate predjatie introduce acceleration profiles that allow
for quite accurate modeling of the speed variation alonguéetcAn acceleration profile is a property of the
combination of a physical road network and the habits of aiin driver.

Wolfson et al. [16] propose two location update policiesmied immediate linear and delayed linear.
These do not provide accuracy guarantees, as an object doepdate its location when the deviation
reaches some threshold. The occurrence of an update deperitie overall behavior of the deviation,
estimated using a linear function, since the last updatepefxents on simulated data show that these
policies are inferior to more recent policies, also by Waidfset al. [17]. Like ours, these offer accuracy
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guarantees. Unlike ours, they assume that objects moveeolefimed routes already known to the objects,
and route selection is done on the client side. If an objeangbs its route, it sends a position update
with information about the new route to the server. In castirave accommodate objects with memory
restrictions, and we consider the case where routes arenoeirkand where map matching may not even
succeed.

Lam et al. [11] present an adaptive monitoring method (AMNBtttakes into consideration not only
update, deviation, and uncertainty costs, but also theafgstoviding incorrect results to queries, during
the process of determining when to issue updates. In AMMitbeing objects that fall into a query region
need close monitoring, and a small update threshold is useddm. Objects not inside a query region may
have big thresholds. Our algorithm allows different olgaothave different thresholds and allows threshold
to change dynamically.

Karimi and Liu [10] describe a technique for trajectory potidn. This technique assigns probabilities
to the roads emanating from an intersection according tolik@ly it is that an object entering the inter-
section will proceed on them. The sub-road network withinreutar area around an object is extracted,
and the most probable route within this network is used fedjtion. When the object leaves the current
sub-network, a new sub-network is extracted, and the ptoeed repeated. The probabilities are not in-
dividual to each object, but are used for all objects, ang tenot take into account past choices during
the trip of an object. In contrast, we use complete routescalculate routes, not only the trajectory of a
moving object, but the time of the trip and start and destingboints are taken into account. Moreover we
use speed profiles.

Wolfson et al. [19] have recently investigated how to incvgte travel-speed prediction in a database.
They assume that sensors that can send up-to-date speedadtitm are installed in the roads. In contrast,
we use so-called GPS-based floating-car data, and we ppadiitions based on historical records and for
each moving object in isolation. This avoids the need faoiad sensors and for gathering information from
such sensors.

Next, Wolfson and Yin [18] consider tracking with accuraayagantees. Based on experiments with
artificial data generated to resemble real movement datg, dbnclude that a version of the point-based
tracking as discussed in Section 2.3 is outperformed byckitrg technique that resembles the segment-
based tracking also discussed in Section 2.3. For a smedhbid of 80 m, the latter is a bit more than twice
as good as the former; for larger thresholds, the differeleceeases. Their metric is numbers of updates per
distance unit. They consider neither road-network modificathe use of routes, nor acceleration profiles.
Their versions of point and segment-based tracking assoatenap-matching always works and fail if this
is not the case. This was possible because the data usedernmne&pts was generated to be perfectly map
matched. We believe that the techniques presented in 8&ttioe good representatives of the techniques
presented by Wolfson and Yin. It should also be noted thag @imd Giting [5] have recently discussed the
use of what is essentially segment-based tracking withierarsioned system based on their own proposal
for a data model for the management of road-network comgiiamoving objects.

Gowrisankar and Nittel [8] introduce a dead-reckoning @othat uses angular and road deviations, so
that an update is issued whenever one of these deviatioreds@ defined threshold.

When only low accuracy of predicted positions are needdlljl@etechniques [1, 12, 13] may be used.
With such techniques, the mobile network tracks the celhefmobile objects in real time in order to be
able to deliver messages or calls to the objects. In thisosgpr, update is handled in the mobile network. In
contrast to these techniques, we consider scenarios whgrer laccuracy, well beyond those given by the
cells associated with the base stations in a cellular né&iveve needed and where positioning with respect
to a road network is attractive.

Assuming a network of geo-stationary “presence” sensoogl @nd Imielinski [7] propose to use an
MPEG-based prediction model in order to determine the atitceation of an object while using as little
sensor battery power as possible.
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Next, Fox et al. [6] explore the use of statistical methodg., enultiple hypothesis tracking, in a more
abstract location estimation context than the one we censldtegration of such methods into our setting
may enable more detailed analysis of the proposed trackttgtques.

In contrast to all related work, this paper uses a substatii@ set of real GPS logs for guiding the
process of designing practical techniques for the trackingoving objects.

7 Summary, Conclusions, and Future Work

The paper presents and empirically evaluates severalitpesfor the segment-based tracking of moving
objects. These extend the basic segment-based trackivigysly proposed [4]. The proposed techniques
are robust generally applicable: They function even if ndartying road network is available or if map
matching is not unsuccessful, and then apply to mobile tbjeith even stringent memory restrictions.

The performance of basic segment-based tracking is sengitithe segmentation of the road-network
representation used and to the speed variations of the mobjacts. Based on these observations, the paper
presents several techniques that aim to reduce the numhgrdates needed for segment-based tracking
with accuracy guarantees:

e Road network modificationThe segment-based representation of the underlying reaerk used
in segment-based tracking is modified with the goal of angwvat a segmentation that enables objects
to use as few segments as possible as then move in the roagrkeivhis then reduces the number
of updates caused by segment changes.

e Use of routesA route is a polyline, constructed from (partial) roadwatk segments, that captures
an object’s entire movement from a source to a destinationsegments are themselves polylines,
segment-based tracking readily accommodates the use talsroRoutes are specific to individual
moving objects, and the use of routes is expected to redeceumber of updates caused segment
changes.

¢ Use of acceleration profilesAn acceleration profile divides a route into intervals wdtmstant accel-
eration and thus enables quite accurate modeling of thelsyiean object as it travels along a route.
The idea underlying the use of acceleration profiles is tacedhe number of updates incurred by
speed variations.

Experimental performance studies using real GPS logs and@sponding real road network represen-
tation leads to the following main conclusions:

e It is possible to improve the performance of segment-bassaking by automatic re-segmentation
of the underlying road-network representation. Experimeavith three re-segmentation algorithms
demonstrate this as well as offer insight into which typesotiification are most effective in reduc-
ing the number of updates. Experiments with city and subutb#&ving indicate that segment-based
tracking is more efficient for the latter.

e Itisindeed very attractive to use pre-computed routeshieintoving objects in segment-based track-
ing, instead of using segments from the road-network reptason. The GPS logs used confirm
conventional wisdom, that mobile users are creatures dft f@abefficiency) that frequently use the
same routes through the road network to reach their deistirsat

e The GPS data used also reveal distinctive speed pattertigeforobile users. The experimental results
show that the use of acceleration profiles increases therpeahce of segment-based tracking.

With acceleration profiles, tracking with a 200 m accuracgrgantee can be done with an average of
one update each 77 s. This is in contrast to one update everyod®asic segment-based tracking.
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Several promising directions for future work exist. Fitistywould be of interest to evaluate the costs
of data transmission, in terms of actual phone-bill costafonobile user. Such modeling should take into
account the pricing policies of mobile network operatomscéhd, it would be interesting to study further the
creation and incremental maintenance of accelerationlgsofself-learning techniques may be applicable.
Third, a road network can be modified according to the GPS datected from all users. This way, the
connection of the road segments can be based on the use oathaetwork by the users. This may lead to
longer segments for the majority of users, thus improvirgpérformance of the segment-based tracking.
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8 Appendix

The appendix reports on additional experiments with thektrey techniques presented earlier. Various data
sets from the INFATI data [9] are used in the experiments.

8.1 Update Rates for Driving on Highways Versus in Towns

We proceed to illustrate details of segment-based tradkindifferent accuracy thresholds and for highway
and town driving. In particular, the following experimernstihguishes between updates caused by segments
ending and other updates, and it illustrates the differemtepdate behavior between highways and other
roads.

As the speed of a car is expected to be highest on highwaygient updates could be expected there.
However, because the speed variation may also be smalleigbwdys, where there are no sharp turns,
intersections, or traffic lights, the opposite may well hioistead.

To illustrate the update behavior on a highway versus on tma&ds, we extract one trip that consists
of about 1,900 GPS positions is about 22 kilometers long.iriguhe first part of the trip, until the 18.2nd
kilometer, the car was driving on a highway. At the 18.2ndikikter, the car exited the highway and
used town roads for the remainder of the trip. The experimsas the segment-based policy and the DSC
modified road network.

Figure 14 covers the updates that occurred during the tidptirsy at the 5th kilometer. Theg axis
displays different accuracy thresholds, ranging from 4@enseto 1000 meters. The axis displays the
measure along the line composed of GPS positions belonginget trip. Put differently, it shows the
distance along the trip from the start of the trip.

Small circles §) in black indicate the position of the predicted positiontioé car at the time of a
“usual” update. If the predicted position of the care wasatdnd of a segment when an update occurred,
the predicted position is indicated by a large, gray circle Next, a small plus«) in black marks the GPS
position at the time of a usual update, i.e., one where theigiszl position is not at the end of a segment.
If the predicted position is at the end of a segment when tld@tepoccurs, the GPS position at the time of
update is shown by a large, gray plug.(

To illustrate, consider the case in the figure where an upoiadaerred between the 13th and 14th kilo-
meter and where the accuracy threshold is 250 meters. Hierepdate happened because the car slowed
down: the predicted positior)is in front of the GPS position+). As another example, consider the update
that happened between the 7th and 8th kilometer when usiag@macy threshold of 700 meters. Here,
the predicted position) reached the end of its current segment and stopped. Ldten the GPS position
got 700 meters in front of the predicted position, the updaturred.

In addition to offering a concrete example of the workingsefment-based tracking, Figure 14 shows
that for all thresholds, quite few updates occur on the heghwFor thresholds that exceed 500 meters,
updates only occur due to segment ends, which appear to be, &2 and 14.4 kilometers along the trip.
Note that for the 100 meter threshold, no update is assdcwitd the segment end at kilometer 14.4. This
is so because the predicted position was map matched toemeditfroad segment during the update at
11.5 kilometers. In particular, the two movement direcsiafong the highway are represented by different,
but close and parallel, sequences of connected road segofatiffering lengths.

On town roads, the update rate is much higher, especiallyhiosmaller accuracy thresholds. Also,
many of the updates are usual updates rather than updatextiia due to segment ends. This is the case
because road segments are relatively long (especiallyhéontain roads) and because the probability of
exiting a segment at other places than the ends of the segmeesignificant.

Recall that the DSC modified road network was used for thererpat. For the modified road network,
the predicted positions might be away from line composenhftioe GPS positions. This happens because
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the predicted position continues to move on the current sgggnent until update is issued, even if the car
has (recently) turned onto a different road segment. Inréid4, the measure of the predicted position is
the projection of the predicted position onto the line cosgabfrom the GPS positions.

8.2 Use of Routes Versus Routes With Acceleration Profiles

We proceed to look into the effects of using route with agegien profiles versus routes without such
profiles (i.e., with constant speed and zero accelerationjracking. We also illustrate the variation in
updates during tracking for different traversals of the saqute by the same driver.

Using the same type of diagram as in the previous figure, Eigarillustrates the locations of updates
occurring while the same driver used the same route from Homeork a total of 12 times. The data set
for this experiment consists of about 10,000 GPS recordsttaroute is approximately 9 kilometers long.
The set is a subset of the data set described and used inrB&ctipecifically, we use the data from one
out of five cars. The data for this car is also illustrated igufeé 10. An accuracy threshold of 500 meters is
used in this experiment.

In Figure 15, they axis records the different trips, while theaxis shows records the measure along
the route in meters. A circleo) indicates the predicted position of the car at the time ofijatiate, and a
plus (+) indicates the GPS position at the time of an updatéigure 15, each update is represented by a
pair of a predicted position and a GPS position. The initialj update for each traversal is not displayed
because it does not provide any valuable information: whienfirst update occurs, the predicted position
is undefined, and the GPS position is projected onto the ‘arydf the route.

Note also that the distance between the predicted positidthe GPS position can exceed 500 meters—
this may occur if the driver turns of the GPS receiver or if @#eS receiver does otherwise not provide any
GPS positions for some time. As an example of this, considerupdate in trip number 1 where the
GPS position during the update was at 3600 meters, whilerddigted position during the update was at
4550 meters. Here, the predicted position moved forwarthdua time period of 31 seconds because the
client did not receive any GPS positions for this time. Suabes can be avoided by making the client send
a status message to the server when the client is unablediveeBPS positions. Then the server knows
that the accuracy threshold may not hold for this client fer time being.

In Figure 15, the updates that occur within the first kilometegow that the speed obtained from initial
the update was consistently too low. In fact, for the updslesvn first in the figure, the predicted positions
are only a few hundred meters into the route, while the GP8ipuos are far enough ahead to cause an
update. Next, it can be seen that there are very few updates®00 to 3500 meters. During this interval,
the car was driving on a main road with no traffic lights.

Further, it can be observed that almost every trip has antepdaere the GPS position is at 3600 meters
and the predicted position is ahead. This update thus aatiecause the care slowed down. More specif-
ically, the car reached an intersection controlled by ditréight. The slowdown occurred in most of the
trips because the driver entered the intersection fromersidd and was making left turn. See Figure 11.
The traffic light had different timings for the main and sidads—the light is green for 19 seconds and red
for 48 seconds when approaching from the side road. Alstuiefs may involve waiting for traffic moving
straight through the intersection.

Figure 16 employs segment-based tracking and uses aniatimeigrofile. The same data and the same
accuracy threshold are used for the results displayed mBigure 15 and Figure 16.

The figures confirm that the use of an acceleration profildfgigntly decreases the number of updates.
Using an acceleration profile, there are only few updatelsimvihe first kilometer—atfter the initial update,
both the predicted position and the GPS position accelerate

With the acceleration profile, there is only one update aD3@6ters, i.e., at the traffic-light controlled
intersection, where the car for almost all trips had to stugh\@ait before turning left. Without an accelera-
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tion profile, one update is consumed when the car slows dowtops, and another is consumed when the
car starts accelerating upon exiting the intersectionHicjure 15).

The acceleration profile copes well with the two roundabamis a traffic-light controlled intersection
with a minor road in the interval from 4000 meters to 6500 mgtéthese cause only few updates. At
6500 meters, there is a traffic-light controlled intersatiwith a road of equal size. Here, here the use of
the acceleration profile also leads to an improvement sirtolavhat was observed for the intersection at
3600 meters.

In summary, for the route considered, the use of an accelerptofile increases the average time in-
between two consecutive updates by almost a factor of twom 28 seconds to 250 seconds.

Next, Figure 17 reports deviations between the speedsteghby the GPS receiver and the speeds
used for prediction when updates occur. Routes of 5 cargaicamg 57,000 GPS records, were used in
this experiment. The axis displays the speed deviation value obtained by subtgathe predicted speed
from GPS speed at the time of update, then rounding the reffuti the nearest factor of 10. Theaxis
displays numbers of updates. For example, Figure 17(b) shioat using the segment-based policy with
routes, an acceleration profile, and an accuracy thresHdid meters results in more than 600 updates with
a deviation between the GPS and predicted speeds betwedn -Bbakilometers per hour. In the speed
deviation interval from +5 to +15 kilometers per hour, thare 260 updates.

For both the segment-based policy with routes and the segoased policy with routes and accel-
eration profile, the updates become more equally distribaross different speed deviations when the
accuracy threshold increases. This behavior occurs bet¢hasuse of small thresholds results in updates
shortly after the GPS speed and the predicted speed stavitatel

Use of the segment based policy with routes and accelerptadites results in smaller speed deviations
than does use of the segment based policy with routes andwititceleration profiles. For example, in
Figure 17(b), the biggest number of updates occurs in thedsgeviation interval from -5 to +5 kilometers
per hour, while in Figure 17(a) the biggest number of updatesirs in the speed deviation interval from +15
to +25 kilometers per hour. This happens because there isifesmeviation between the predicted speed
and the GPS speed when an acceleration profile is used fait ppediction (cf. Figure 12) in comparison
to constant speed prediction (cf. Figure 9).

8.3 \Variation in Update Rates Among Drivers

We proceed to describe how individual drivers contributethe performance results for the tracking tech-
nigues, and how each driver used his or her car. For the expets reported on here, we use data from 5
different cars.

Figure 18 and Figure 19 illustrate how much each car was hesed during different times of the day
and during the different days of the week. In Figure 18,thaxis displays the day of the week and the
axis displays the numbers of GPS records collected durirayaTthe figure shows that drivers were driving
more during the weekdays and less during the weekends. uné-if, ther axis displays the hour of the
day, and they axis displays the numbers of GPS records collected durinfgoan This figure shows that
the majority of cars were used the most curing two time irgsnwith 7 to 9 hours in-between them. For
example, car 4 was used most during the 5th hour and then 8 teter) during the 12th hour; and car
1 was used most during the 6th hour and (8 hours later) duni@d 4th hour. This suggests that the cars
collected the majority of their GPS records driving betwdendriver's home and work.

Figures 20 and 21 show how data from individual cars perfdrmih different tracking policies. Data
from 5 cars containing 568,000 GPS records were used in feriexents presented in Figure 20. For the
results presented in Figure 21, route data for the same bamarsisting of 57,000 GPS records, were used.

For each tracking policy, the different cars exhibit sligtdifferent performance. Car 2 has the best
performance for the vector-based policy. Car 4 has the leeginmance for the segment-based policy using
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routes. Next, Car 5 does best for the point-based policyth®segment-based policy using the unmodified
road network and, to a lesser degree, the DSC modified roagbrietand for the segment-based policy
using routes with acceleration profiles.

Although the different cars exhibit differences in trackimerformance, each car has worst performance
across policies for the point-based policy, and the perémre increases when using the segment-based
policy and unmodified road network. Use of the vector-basidyimproves performance some, and use of
the segment-based policy with the DSC modified road netwanthér improves performance. Even better
performance is achieved with the segment-based policgusutes and all cars have the best performance
when using the segment-based policy with routes and aetelerprofiles.

8.4 Geographical Distribution of Updates

We proceed to illustrate how updates from selected vehaleglistributed across the Aalborg area. Data
from 5 cars, totaling some 568,000 GPS positions, are us#teiexperiment that also uses the segment-
based policy with the DSC modified road network and a thresbblL00 meters.

Figure 22 shows the Aalborg map with an overlay of selecsdadim a grid with a cell size of 1 square
kilometer. Specifically, all cells with at least 50 GPS arpidied. The numbers at the centers of the cells
indicate the percentage of GPS positions in the cells tiggdred an update. For example, 8 % of all the
GPS positions in cell G11 triggered an update. The higher #iverage updates rate in G11 may be due to
the tunnel that goes under the Lim Fjord, which crosses tirdbe Aalborg area.

Figure 22 shows that the update rate tends to be relativglyihithe center of Aalborg, which, roughly,
is the square delimited by cells 13G and 10D. The update satso relatively high in inhabited suburbs
(e.g., cells A21, 117, G3, and K5) and tends to be relatively in uninhabited suburbs (e.g., cells 17, D18,
and B21).
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Figure 17: Difference Between Predicted and GPS Speed aslaUpdate
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Figure 19: Usage of the Cars During the Day

33



Average Time Duration Between

Average Time Duration Between

Average Time Duration Between

Consecutive Updates (sec)

Consecutive Updates (sec)

Consecutive Updates (sec)

160

140

120

100

- O =carl

—0O— car2

car3

—o—car4

- =0~ -carb

Average Time Duration Between

Consecutive Updates (sec)

160

140

120

100

- O~ =cart

—0O— car2

car3

—o—card

0 - - - : !
200 400 600 800 1000 0 200 400 600 800 1000
Threshold (m) Threshold (m) .
a) Point based policy b) Vector based policy
160 160 -0
- <O -carl - o -carl ‘_‘;/D
140 140 —— _
—0O— car2 —[O— car2 e
120 car3 - § . 120 — car3 e —2
; .- £3 s
car4 o &
100 _ , @y 100 —6—car4 et
- - -cars P /_’_'% 25 - <~ -carb /2@
- © Es
- =3y
o2
E3
=
o 3
52
s 9
g o
<
0 - - : : . 0 - - - : !
200 400 600 800 1000 0 200 400 600 800 1000
Threshold (m) Threshold (m)
c) Unmodified Road Network d) DSC Modified Road Network
Figure 20: Performance of Tracking Policies for Differerstr€
450 450
- O -cart - O~ -carl . <
400 400 1 — .
—O— car2 —O— car2 L.
350 1 car3 350 +—— car3 —=
c .
s B
300 | —o—car4 £% o0 — —o—car4 - £]
- - -carb &y - - -carb Lt =0
S8 250 L — -
SE
[
332 200
02
E3 1m0 .
2 .
52 &
£8 100
> “4f =
< 2
50
0 T T T T | 0 T T T T |
200 400 600 800 1000 0 200 400 600 800 1000

Threshold (m)
a) Segment Based Policy Using Routes

Threshold (m)
b) Segment Based Policy Using Routes and Acceleration Profile

Figure 21: Performance of Tracking Policies for Differerr€Using Routes
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Figure 22: Geographical Distribution of Update Frequency
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