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Abstract Another promising approach in the Dolev-Yao
setting is that of usingprocess calculi A recent

We present three modal logics for the spi-calculgsich calculus is the spi calculus of Abadi and Gor-

and show that they capture strong versions of tden [3], a dialect of ther-calculus [9]. In the spi

environment sensitive bisimulation introduced byalculus security protocols are described as pro-

Boreale et al. Our logics differ from conventionatess terms and the correctness relation is captured

modal logics for process calculi in that they aby a notion of behavioural equivalence [8]. Abadi

low us to describe the knowledge of an attackand Gordon proposed may-testing equivalence as

directly. their choice of equivalence. However, may-testing
equivalence does not allow for a simple proof tech-

. nique. As a result, both Abadi and Gordon [2] and

1 Introduction Boreale et al. [4] have introduced modified notions

of bisimulation equivalence which capture both the

In recent years the study of correctness issuesj@kraction with and the knowledge of the environ-
security protocols has become an important rgrent.

search topic. Following Dolev and Yao [5], a basic

tion is that all icati f ; In this paper we relate the two strands of re-
assumption 1S that all communication of & protaqp, by presenting three modal logics for the

col may be visible to the hostile environment an&vironment—sensitive semantics of the spi calcu-

_that thls hostile environment is capable of' mterfeIrL-JS introduced by Boreale, De Nicola and Pugliese
ing with the protocol by altering or blocking an 4]. Our main result is that these logics capture

tmhessage at?]d by Tres.“?jg ne]zcw trPesksages. M?treo Bng versions of the environment sensitive bisim-
ese are g only Kinds of attacks — an_a ac'i%tions of [4] in both their late and early versions.
cannot exploit weaknesses of the encryption al O this way, our work can be viewed as extend-
rithm itself (the 'perfect encryption hypothesis’). ing the resijlts on logics for the-calculus [10].

In the Dolev-Yao setting, an important approacky, jmnortant consequence of our results is that
to reasoning about properties of security protocqiy isimilar processes can be distinguished by our
is to usemodal logics an important example Oflogics. If P in environmentr» andQ in environ-
which is the logic of authentication introduced b}hentaQ are inequivalent, then there is some prop-
Burrows etal. in [1]. erty ¢ satisfied by one process but not by the other

*frendrup@maill.stofanet.dk in their respective environments.
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sublogic® from which we shall construct the log+inally, agents are defined by
ics F, EM andLM. We consider a version of the o
spi calculus without pairs; the generalizationtothe A== 0| L(u).A|LLA|GA[A+A
full calculus is straightforward. | AJA| (va)A | 1A

In [6] Durgin, Pavlovic and Mitchell have intro-
duced a modal logic for a process calculus basédan agen{v a)A, the namex is bound inA and
on ideas from strand spaces and the spi calculiisthe agentL(u).A, the variableu is bound in
An important difference between our work andl. The sets ofree namesfn(A), bound names
theirs is our explicit aim is to determine logics thdln(4), names n(A), free variables fv(A4), and

correspond to the equivalence-based notion of cepund variablesbv(A), of an agent are defined
rect in the spi calculus. as expectedA{M /u} denotes the agent obtained
by replacing every free occurrence ofin A by

. M, renaming bound names as necessary. We iden-
2 The spi calculus: Syntax tify agents up tax-conversion of bound names and

. . . variables. If agentsi; and A, can be identified
We shall corjsilder a spi calculus'whlch IS a subs ic way, we writed; =, Ay. A processis an
set of the 0“9'”‘?" calcu_lus of [3] in that we oml gent that does not contain any free variabfes;
numbers and pairs. Unlike [3, 4], where encryptm@enotes the set of all processes. The set of pro-

is a message term constructor while decryptiondgSses is ranged over B Q, andR
a process construct, both are part of our message ’ '

term language. _
The syntactic categories of the spi calculus ard: Environments

an infinite set ohamesa, b, k... € A/, an infinite
set ofvariables u, v, ... € V, a set ofexpressions An environment records the knowledge of an ob-

L,M,N,... € L,asetofguards G ... € G, and server/attacker. Following [4], an environment is

asetofagents A, B, ... € Ag. a functions : Z — M, whereZ is a set of en-
Messages are defined as follows: vironment variables such tha&&a NV = (. We
write {M;/x1, Ma/xo, ..., My, /z,} for the en-
K, L:=al|ul|{L}}|{L}? vironmento defined byoz; = M; for all i €
{1,2,...,n}. olr — M] denotes the environment

that mapse to M and any other environment vari-
{Ll}f2 represents the termy; encrypted under abley to oy.

key Ly. {Li}} represents the terni, de-

crypted (if possible) with keyL,. The term 3.1  Environment messages
{...{{M}E}7}.. 3£ successively encrypted
undern keys ki, . .., k, will be denoted by the The messages that an environmertan send to a

shorthand{M}f. The set ofmessagesM, are Process are evaluatedivironment messages

the expressions df that only consist of names and TN€ set of environment messag#s,s given by
encryptions. They have the syntax the following grammar.

M,N = a| {N}? Cu=alx [{GE{OE

Guards have the structure

The set of environment variables in an environment
Gu=t|GAG[L=L|L:N messagg is denoted f&().



We evaluate environment messages using ther an environmentr and a messagé/ we
functione : £ — M U{_L}, defined in section Ta-will use the shorthand notation cdee M) for
ble 1 and letL represent the value of any messag®regrangdo), M).
that cannot be evaluated. Typically, such messages

involve a decryption operation that cannot be peg-3 Equivalence of environments

formed. _ . . _
Following [4], two environments are equivalent if

they have the same decryption power. Nf is a
tuple of messages wheiec [ andJ C I, we
Our semantics of the spi calculus is environmentxite N[.J] for the tuple{N; | i € J}.

sensitive; it depends on the information that can

be deduced from the environment. We employ tfrefinition 4 Let o ando’ be environments where
characterization of the knowledge of an enviroflom(o) = dom(o’) = {z; | i € I} for some
ment presented in [4, 11]. The analysis of a st For eachi € I let N; def corg(o,o(x;)) and
of messages$V’ is the set of messages that can bg, def
deduced fron#¥ by decryption. ;

3.2 The knowledge of an environment

corglo’,o'(x;)). o ando’ are equivalent,
written o ~. o, if for each: € I the following
Definition 1 The analysis of a sé¥/ C M, writ- holds,

ten A7), is the smallest set satisfying (i) for some tupleJ; C I it holds thato(z;) =

() W C AW) (N} 5, ando’ (@) = (N},
(iiy if k € A(W) and{M}F ¢ A(W)thenM e
A(W)

(T3]’

(i) foreachj € I, N; = N; ifand only if N/ =
N]’-, and

(i) N; e Nifand only if N/ € V.
The knowledge of a set of messadésis the set
of names of the analysis &¥ . u

Definition 2 The knowledge of a sét C M,

written KC(W), is defined byc (W) & a(w)nar. 4 The spi calculus: Semantics

| . -
We here present the environment sensitive seman-

For an environment we will use the shorthandtics introduced in [4] and our notion of bisimilarity.

notations A(c) and K(o) for A(rangéo)) and The semantics has two levels.
K(rangéo)). Given a set of messagés, we de-

note by coreWV, M) what s left of the messag¥l 4 1  processes
when it is decrypted as much as possible with re-

spect to the knowledge 6¥ . At the process level transitions have the form
a ’ . .

Definiton 3 Let W C M. The core of the A — A', wherea s given by the grammar

messageM < M with respect tolW, written a =7 |a(u)| (véaN

corg W, M), is defined by

The semantics of processes is given by the la-
elled transition systemAyg, Act, —), where
— is the smallest relation closed under the rules
in table 3. The symmetric rules for Sum, Par, and
B Com have been omitted.

no M ={M}
corg W, M) def ) COre(IV; M) andk € (W)
M otherwise



E _ o(L) —

e(a) def e({L}E) cﬁf{ {LN}b gtﬁgw{,ai;eb eENANe(L)=N #L
def def [ N ife(K)=beNAe(L)={N}F

elu) =L e({L}k) = { L otherwise ’

Table 1: The message evaluation functionl — M U { L}

def def ,

e(tt) = tt e(G1 ANGy) = €(Gy) A (Ge)
’ . def [ 1t if 6(L1) = B(Lz) 1 T, def | tt if G(L) eN
(L1 = L) = { ff otherwise ¢(L:N)= ff otherwise

Table 2: The guard evaluation functieh: G — {tt, ff}

Note that our semantics islate operational se- the process action anidis the complementary en-
mantics; this is apparent in the clause [Inp] whexronment action. The set of environment actions,
the variableu is left uninstantiated. Our choice ofAct., is defined by the grammar
a late semantics makes it easier to formulate both
late and early environment-sensitive bisimulation du= —la(z)| (vé)ac
equivalence in Section 4.3

4.3 Environment sensitive bisimulation

4.2 Environment sensitive semantics Environment sensitive bisimilarity, introduced in

At the environment sensitive level of our semarid] relates configurations of environment sensitive

tics, configurations consist of a process togethgmantics. Unlike [4], we considstrong equiv-
with an environment. alences. First, we define a stroegrly environ-

ment sensitive bisimilarity where the matching of

Definition 5 The set of configurationd,, is de- a transition may depend on the message sent by the
fined as environment.

T Cﬁf{g >P|lo:Z— M,PecPr} Definition 6 A symmetric relationR CT'xT'isa
strong early environment sensitive bisimulation if
B (op> Pogr> Q)< Rimpliesop ~. 0g and

. y _ . wheneverrp > P - o), > P’ there exist/,
The environment sensitive semantics is given 6

by the labelled transition systei’, Act., —), o, andQ’ such thavg > Q QT) on > Q" and
where — is the smallest relation closed unde@;} > PCG&; > Q') € R. n
the rules in table 4. Transitions have the form

(0% - .
o > P — o' > P’ and represent interactions bepefinition 7 The configurationssp > P and
tween the procesk and the environment. o is og > @ are strong early environment sensitive

4



[Alpha]

[Outp]

[Sum]

[Com]

[Open]

A’ LN A
A2 A

A=, A

LiLs. A% A
e(L1) =aande(Ly) = N #1

A = 4
A+ Ay 2 A

(v &)aN a(u)

A1 — All A2—>Al2

Ar|Ay — (v &)(Af|AL{N/u})
cnfn(Aq) = 0

AV g

(v bya ¥ U 4,

be (n(N)\ ¢ andb # a

[Inp]

[Grd]

[Par]

[Res]

[Rep]

AL A
GA % A

e(Q) =tt

A A
Ay|Ay % AJA,

bn(a) N fn(As) = 0

AL A

(vb)A = (v b) A
b¢n(a)

ANIA 2 A
1A% A

Table 3: Late operational semantics for the Spi-calculus.



p Y pr

a(u)

- PP - O’DP(f_)CO'[ZHé]DP'{N/u}

[E-Tau] O'I>P%>O'I>P/ [E-Inp] v
e(Co) =N #1,zNndom(o) =0,a €
A(c),¢=n(¢),andeNfn(P,o) =

p 22" pr
(v &)aN
P N> P
[E-Out] o> %} olz+— N]>
a € A(o),z ¢ dom(o), andenfn(o) = 0
Table 4: Environment sensitive semantics.
bisimilar, writtenop > P ~ppsp og > Q, If Q'{e(Cog)/u}) € R, wherez ndom(op) =

there exists a strong early environment sensitive () and¢ = n(¢).

bisimulationR such thal > P, > € R. .
(or Q> Q) (7i) if @ = (v é&)aM, a € A(op), andé N

] L
fn(P,o1) = 0 then there exist, N, andQ’
Alternatively, we could define date version such that) (v DN Q', wheredNfn(Q, o) =

of environment sensitive bisimilarity where the ), and(op[z — M] > P',0g[z — N| >
matching of a transition is independent of the mes- ') ¢ R, wherez ¢ dom(op).
sage sent by the environment. Here we capture the
late instantiation by means of the late semantics at
the process level.

Definition 9 The configurationscp > P and
og > @ are strong late environment sensitive
kl)ijsimilar, writtenop > P ~gsp 0g > @, if there
exists a strong late environment sensitive bisimu-
lation R such thafop > P,og > Q) € R. [

Definition 8 A symmetric relationR C I'" x I'is
a strong late environment sensitive bisimulation
(op > P,og > Q) € Rimpliesop ~. og and if
P % P'then

(i) if a = 7 then there exist§)’ such tha) -~ § Logical formulae
Q and(op > P,og > Q') € R.

. The logics that we shall present all contain the

(i) if @ = a(u) and a < A(op) then qa| propositional connectives and have two kinds
there exists@Q’ such thatQ alw) Q' and of formulae. Common to all three logics is the
for all ( € 7Y, wheree((op) #L and set ofenvironment formulgeranged over byp,.
ni¢) N fin(P,Q,op,09) = 0, (op[Z — These are atomic formulae that describe the con-
d o  Ple(op)/u},o0lZ2 — ¢ > tentsofanenvironment.



The logics differ from each other with respect tBrocess formulae ¢p describe the behaviour of
their process formulaegranged over by p. These a process by means of the Hennessy-Milner-style
are modal formulae that describe the behaviour mibdalities used in modal logics for thecalculus
a process. More precisely, the difference lies in tfi£0]. In both theearly input modality, (a(u))¥ ¢,
input modalities which correspond to the matchirend thdate input modality(a(u))” ¢, u is bound in

conditions for early, resp. late bisimulation. ¢. However, their semantics differ so as to corre-
Any formula may containformula messagesspond to the matching conditions of early and late
from the sef?, ranged over byj. bisimilarity. In the former modalityy is instanti-

ated in¢ whereasu is the subject of a universal
quantification over possible input terms in the lat-
5.1 Logical formulae: Syntax ter.

. The syntactic conventions are standard. The
The syntax of formulae and formula messages ISiats offree variables fv(¢), andbound variables

bv(¢), of a formula are defined as expected. We

write ¢{n/u} for the formula obtained be replac-

¢ = =¢| N\oil oo | dp ing every free occurrence afin ¢ by 5, renaming
el bound variables as necessary, and identify formu-
b U= H#H#=n|z— {a}}:J | 2 +— {?},;E lae up to renaming of bound variables. The lo§ic
| corgz): N consists of closed formula® = {¢ | fv(¢) = 0}.
no o= oulz {7]}7]73 | {n}nD The fqllowmg example illustrates how to express a
- . security property in the proposed modal logic.
¢op = (1)o ] (aQ)o | (a(u))”¢
L. /= _ _
| {aw)7¢ | @)¢ | [n=nl¢ Example 1 LetP & (v k3)b{ks};, andop def

, _ , oo [z1 — b,zy — k1,23 — {M}]. ProcessP
where! is an index set which may be infinite. We.;, amit a secret keys, encrypted with itself on

sometimes use additional propositional connNegia channeb to the environment p. This can be
tives, lettingg; V ¢2 andtt stand for—(—¢1 A —¢2) described by the formula
and ;¢ ¢:, respectively.

: bA k1 A 71 A (D 7 E
Environment formulae ¢, let us express the ™t T P2 T RIS = AT A B)a = {Th

contents of an environment. Firstly, We can eXjotice the modality of the latter conjunct. M
press whether messages of the environment can

be completely decrypted with the kegsrom the
knowledge of the environment (— {a}f) or not

(x — {?}5). This aspect of our logic resembleFhe satisfaction relation between configurations

the construct” seesX in the belief logic of [1]. If and all formulae of® apart from the late modality

a variablez is instantiated to a namg the set of (a(u))%¢is given in Table 5. The late input modal-

keysk is empty and we use the shorthane- b. ity (a(u))” ¢ will be handled separately in section
Secondly, as we aim to be able to express éh2, as the semantics involves a universal quantifi-

vironments up to equivalence we need to be aldation over a suitable set of names. Section 6.2

to express that exactly environment variables aredescribes how these names must be chosen.

bound by an environment{ = n) and whether  The functionT'(e, ) substitutes each nanagin

the core of a message is a name (¢oye N). ¢ to the environment variable in ¢ that maps

5.2 Logical formulae: Semantics



to a (T" will only be used in a context where prook Assume [dom(o)| = n. Let ¢, def

is bijective with reSpeCt to the names {r,] i.e. /\iEI ¢Z be the formula whose Conjuncts are de-

{z € dom(o) [ o(z) = a}| = 1). fined as follows:
We use the shorthand notatierF ¢ if o > P E
¢ forall P € Pr. e # = n always occurs as a conjunct

o z — {a}l occurs for anyz such that

6 A logical characterization of cordo, a(z)) = afora € N ando(z) =
bisimilarity tag

o = — {7}F = ¢; occurs for anyz such that

The two notions of bisimilarity from Section 4.3 corga,o(x)) = M ¢ N for someM and
can be captured by our modal logics. o () :’ (M)E
k

6.1 Characterization of~ppsz e corgz) : N' = ¢, occurs for anyr such that
corgo,o(z)) e N
We first present two early logicg andEM that
both characterize strong early environment sen
tive bisimilarity.
Let &, denote the set of those formulaedthat
neither contain the match connective= 7]¢ nor
the modalitega() ¢, (a(u))¥¢, and(a(u))*e. Theorem 1 op > P =7 o¢ > Q if and only if

op> P ~ggsn oQ > Q

@Iy Table 5 it is easily seen that> P E ¢, for all
P e Prandifo’ > Q E ¢, theno ~, o’. [ ]

We can now show that r and~ gggp coincide.

o Fis @y extended withla()¢

. . PROOF. We first prove thatop > P ~ggsB
* ‘iﬁi);fo extended withly = nl¢ and " 0 impliesop > P =5 0 > Q. Assume
’ UPDPNEESBO'QDQandO'PDPi:d).We

To prove that strong early environment sensitif8USt show thabg > @ = ¢. The proof proceeds

bisimilarity can be characterized by the logi#s by structural induction or. Next, we prove that

and &M we define a logical process equivalenc®” > P =r og > Q Implle§gp > P ~ppsn

for each of the two logics. Here we need the fof:@ & (). We do this by showing that

lowing definition. o
S:{(UPDP,UQDQ)‘UPDP:}.UQDQ}

Definition 10 Let A be a subset oft. Then - - B

Alo > P) T (e Ao PE ¢)and the 'S @ Strong early environment sensitive bisimula-

relation=x is defined by:Ad:ef{(JP > Pog > tion. -

Q)| A(op > P) = Aog > Q)}. B Next, we prove thate v and~gggp coincide.

The following lemma is essential as it shows tha@heorem 2 op > P =g 0 > Q if and only if
our environment formulae allow us to characterizgy, > P ~gpsp 0o > Q.
environments up to equivalence.

PrRooF We will first prove thatop > P ~pgrsp
Lemmal Let ¢ be an environment. Then ther%Q > Q impliesop > P =g 0g > Q. Assume
exists an environment formula, € ®g suchthat 5, ~ P ~ppep oo > Qandop > P F ¢.
o F ¢, andifo’ > Q F ¢, theno ~. o’ We must show thatg > Q = ¢. The proof is



o> PFE ¢ ifo>PFEQ

o> PFE N\ di ifo>PEg@; foralliel
o> PFE ()¢ if there existsP’ such thatr > P —— o > P’ and
o> P E®
o> PE (al)¢ if there existh, u, o/, andP’ such thav > P M o' > P
(v b)a¢
ando’ > P' F ¢

o> PFE (a(u))P¢  ifforall ¢ € T withn(¢)Nfn(P,o) = () ande((o) #L there

existh, o', andP’ such that > P ) &/ > P’ and
(v B)ac

o' & P'E O{T(o",C) Ju}

o> PE(a)¢ if there existh, M, z, o/, and P’ such that
UDP(V%MJIDPIandUIDP/':(ﬁ

o> PE[m=mnl¢ ife(nm =mno)=ttimpliesc > PFE ¢

o>PEH#=n if [dom(o)|=n

o> PEzw— {a}f ifo(x)= {a}]}E andk C K(o)

o> Prz— {7} ifo(z) = {corga,ao(x))}F, corgo, o(z)) ¢ N, and
k C K(o)

o> PFcorgx): N ifcore(o,o(x)) e N

Table 5: The satisfaction relation

by structural induction om. Next, we prove that represents the set of names that input terms may
op > P =gy 09 > Qimpliesop > P ~gppgp contain. We show thab-environment sensitive
og > Q. This follows from theorem 1 and the facbisimilarity may be used to characterize strong
thatop > P E (a()¢ if and only if op > P E late environment sensitive bisimilarity for a suit-
(a(u))P[u = T(op[Z — n(Q)], )]o. B ably chosenS and subsequently prove th&tM
can be used to characterifeenvironment sensi-
tive bisimilarity using the same technique as in the
proofs of theorems 1 and 2.
We now present the logi€ M and show that it
can be used to characterize strong late environmgnt 1 The logicCM
sensitive bisimilarity. It is somewhat involved to
prove this result using the technique of the proof the late logicC M thelate inputmodality is the
of theorems 1 and 2 if we employ Definition 8 agnly modality for input transitions.
is. In clausgii) of the definition we must quantify
over the infinitely many input messagéese 7T, e L ~ _
oo L AP G eoe 4 9= 108 | e | @3 | fn =nlo
Thus, the names in an input messageust be
chosen with respect to bofh and@.

This leads us to define the auxiliary notion®f Definition 11 (S-Environment Sensitive Bisimu-
environment sensitive bisimulation whe$eC N lation)

6.2 Characterization of ~ggp

6.2.2 S-environment sensitive bisimulation



Let S C V. A symmetric relationR C I' x I'is Lemma?2 If P - P’then

an S-environment sensitive bisimulation (&p >

Pog > Q) € R impliesop ~. og and if

P — P'then o if o = a(u) then fr(P) U {a} C in(P).

(i) if & = 7 then there exist§’ such that) —
Q and(op > P,og > Q') € R.

e if = 7thenfrn(P’") C fn(P).

o if = (v¢)aM thenfr(P)U{a}Un(M) C

fn(P)Ueé.

(i) if &« = a(u) anda € A(op) then there ex-
ists@’ such tha) alu) Q andforall( € Y, ~ _ def o
wheree((op) #L and {C)N(SUK(op)) = tion deflneadgasw = {m/n,n/m}. f P — P’
0, (op[Z = n(Q)] & P'{e(Cop)/u},0g[z - thenPox =5 Ploy.

n(Q)] > Q'{e(Cog)/u}) € R, wherez N

Lemma 3 Let op be an injective name substitu-

dom(op) = 0. Lemma4 Letop > P ~gsp og > @ and let
on be the injective hame substitution defined by
(i) if « = (v é)aM, a € A(op), ¢ C S, def

B B _ on = {m/n,n/m}. Then(op > P)oy ~gsB
andé N fn(P,op) = 0 then there exist, (00 > Q)ox-

N, and Q' such thatQ (v dan Q', where

dC S, dn n(Q,0q) = 0, and(oplz — Theorem 3 Let S C N be an infinite set. 1&p >
M] > P oglz — N] > Q') € R, where P ~psp og > Qandf(P,Q,op,0q) C S, then
z ¢ dom(op). op > P ~Egpoq > Q.

PROOFE The relationR defined byR def {(cp >
Definition 12 The configurationsrp > P and Pog > Q) | op > P ~pgsp og >
og > Q areS- enwronment sensitive bisimilar,) ,fn(P,Q,op,00) C S U K(op)} is an S-
writtenop > P ~5op 0g > Q, if there exists an environment sensitive bisimulation. That transi-
S-environment sensitive bisimulatioR such that tions can be matched follows from Lemmas 2,3
(op > Pog > Q) € R. B and4 [ |
Generally,~j;5; and~ s do not coincide. If two configurations ares-environment sensitive
Example 2 ConsiderP, def (V n)an andQ; def pisimilar for some infinite and co-infinite sét C
N containing the free names of the two configu-
rations then they are also strong late environment
sensitive bisimilar.

0ando; & {a/z}. If S ©" ) we haves; >

P N%SB o1 > Ql but noto; > P; ~psB 01 B>

Q1. Next, considerP, &ef (v k)(u m)a{m}¥ and
def Theorem 4 LetS C N andop > P,oq > Q €

Q2 & (v ka{k}F ando, & {a/:c} We have | - that iP, @, 0p, 00) C S, 0p & P ~S..

02 & P s 03 B Qo butf $ < {k} we do oo > Q, andS and\" \ S are both infinite. Then

not haveoss > P NESB o9 > (a. [ | op > P ~psp og > Q.

However, if two configurations are strong late en-

vironment sensitive bisimilar then they are also PROOF. The relationR & {(ap > Pog >

environment sensitive bisimilar for some infinit€)) | 3S C N. (op > P ~3¢5 00 > Q A

setS containing the free names of the two confign(P, Q,op,0q) C SAIS| = co AN\ S| = o0)}
urations. To show this we need the following threis a strong late environment sensitive bisimulation.
lemmas. |

10



6.2.3 Characterization of~%¢z and~psp 7 An application

We now characterize 7, ; and consequently alsan this section we describe a simplified, flawed ver-
~psp by the logicCM. To do this, we introduce asjon of the Wide-Mouthed Frog protocol where the
S-satisfaction relation between configurations a”R@ssion key is revealed by the server. This flawed
formulae of LM as given in Table 6. Here, theyrotocol should not be equivalent to the correct
quantification over names for the late input modgsrotocol. We demonstrate this by presenting a dis-

ity must be found among. tinguishing modal formula.
Next, we define a logical process equivalence|n the correct version of the Wide-Mouthed Frog
for our logic with respectto a C . protocol the principalst andB share the keys 15

andkpg, respectively, with a serve§. Before A
Definition 13 Let A be a subset o£. M and let sends a secret messageto B, it first creates a
S C N. ThenAS(e > P) = {¢ € A | new key,k 5, and sends it to the server encrypted
o > P Fs ¢} and the relation=,s is defined with the keyk 5. The server then decrypld and
by :Asd:ef{(gp > Pog > Q) | AS(op > P) = sendsk 4 p to B encrypted with keyepg. Now, A
A(og > Q)}. B cansend its secret messdgeto B encrypted with

the keyk 4. This protocol can be expressed in the

Theorem 5 op > P = s ag &> Q ifand only SP! calculus as follows.

if P ~3 . def _ _
op B P risp oo > Q AM) = (v kap)eas{kas}t,, AB{M}E,,
def
PROOF. We will first prove thatop > P ~% B = CSB(U)-CAB(U)-F({U}ﬁ}kDBS)
og > Q impliesop > P =, s 0g > Q. As- def - b B
sumeop > P N%SB og > Qandop > P Fg ¢. S = CAS(U)'CSB{{u}kAS}kBS

def

We must show thabg > Q Fg ¢. The proof pony def (4 o 4 o0 any | B 9),

will be by structural induction or. Finally, we

prove thatop > P =,\s oo > Q implies HereF (M) isan agent representing the behaviour

op > P ~%gp 0o > Q. We do this by show- of B upon reception of//.

ing that the relatiorz defined by The flawed protocol, wherg accidentally re-
veals the session key, can be expressed as follows.

def
={(op> Pog>Q)|op> P=pps 09> Q}

R def

s = cAg(u).cS—B{u}kDAS.O

is an.S-environment sensitive bisimulation. W P'(N) def (v kas)(v kps)(A(N) | B| S")

We therefore have that strong late environment ' '€ WO configurationsy > P(a) ando >

def
sensitive bisimilarity can be characterized by the'(a), whereo = {cas/x1,cap/v2,csB/x3},
logic £LM. are not strong early environment sensitive bisim-
ilar; the correct version will never, in the course of

def i i 1 -
Corollary 1 Let == {(0p > P,og &> Q) | |tz3 ste]f)s, allow Lhetenwrogme_lr_lrt]_to obtaltr; knowl
3S C Niop > P =pps 0g > QA edge of any cipher ex{a}l;. is can be ex-
(P, Q,op,00) C SAIS| = coA|M\S| = oo)}. pressed by the following distinguishing formula:
Thenop > P =ypm 0g > Q if and only if o 3

e .
op > P ~gspog > Q. g = /\[a}lﬁ \/ x»—>{a}l~€E )
u i=0 reZ kCN
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0'[>P':S—\¢ |fO'I>P#S¢

o> PEs Ny di if o > PEg o foralliel
o> PFEg(r)¢ if there existsP’ such thatP - P’ ando > P’ Eg ¢
o> PEg (a(u))’ ¢ if o € A(0) and there exist®’ such thatP “) prand

forall ¢ € T withn(¢) N (SUK(s)) = 0 ande(Co) #L,
o[z = n(Q)] > P'{e(Co)/u}t Fs ¢{T'(o[z — n(()]. ) /u}
o> PEg(a)e if a € A(c) and there exist, M, z, and P’ such that

z ¢ dom(o),bnfn(P,o) =0, C 5, “2%M P, and

olx— M]> P Eg ¢

o> PEg[n =mnl¢ if ¢’([m = n2]o) =ttimplieso > P Eg ¢

oc>PEsg#=n if [dom(o)| =n

o> PEgx— {a}? if o(x) = {a}¥ andk C K(0)

o> PEgz— {7} if o(z) = {COI‘dO’,O’(Qj))}fCE7 corgo,o(z)) ¢ N, and
kC K(o)

o > P FEg corgx) = corez) if core(o, o(x)) = corgo,o(z))
Table 6: TheS-satisfaction relation relating configurations and formulag &f

where[a]¢ def [N Naencerlald A Agenrlaled Although our modal logics characterize versions
and the iterated modalit{,d]iw is defined as ex-Of environment sensitive bisimilarity they suffer

pected by from the fact we need infinite conjunction to de-
scribe an unbounded number of protocol runs. To
(]’ = overcome this, one can extend the logic with a
[a]i+1w _— [a]i¢ fixed-point operator, obtainingiacalculus [7, 13].

As our results show inequivalent configurations
_ can be distinguished by a formula in the appro-
8 Conclusions and further work  priate logic. Another direction for further work

is therefore to devise an algorithm for finding the
We have presented three modal logics which chgimplest such distinguishing formula.
acterize early and late versions of the environmenttp,o equivalences studied in this paper are all

sensitive bisimilarity of [4]. The logics allow usgirong. An obvious next step is therefore to devise
to describe properties of the behaviour of a prygics that correspond to the weaksabstracting
cess via the use of Hennessy-Milner-style modafstions of environment-sensitive bisimilarity [4].

ities and the knowledge of the environment UsiRge expect this extension to be straightforward.
atomic formulae describing the bindings of an en-

vironment.
To overcome the obstacles of the definition of
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