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A usability evaluation provides a strong and rich basis for understanding and improv-
ing the design of user interaction with a software system. Exploiting this evaluation
requires feedback that significantly impacts the developers’ understanding of usabil-
ity data about the interaction design of the system. This article presents results from an
exploratory study of 2 ways of providing feedback from a usability evaluation: obser-
vation of user tests and reading usability reports. A case study and a field experiment
were used to explore how observation and usability reports impact developers’ un-
derstanding of usability data. The results indicate that observation of user tests facili-
tated a rich understanding of usability problems and created empathy with the users
and their work. The usability report had a strong impact on the developers’ under-
standing of specific usability problems and supported a systematic approach to deal
effectively with problems.
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1. INTRODUCTION

Implementing software systems in organizations can be a difficult task, and many
systems fail to fulfil their goal or have serious limitations (Frøkjær & Korsbæk,
1992). Such limitations include lack of adequate support to the core tasks of the user
and unsuitable designs of user interaction and interfaces (Landauer, 1996). Usabil-
ity evaluations are conducted to overcome such problems. Usability is related to a
software system’s ability to help specified users achieve specified goals in a partic-
ular environment in an effective, efficient, and satisfying way (International Orga-
nization for Standardization, 1998). A software system’s usability is closely related
to the design of the user interaction component of the system. A main purpose of a
usability evaluation is to assess the quality of a user interaction design and estab-
lish a basis for improving it (Rubin, 1994). This goal is accomplished by identifying
specific parts of a system that do not properly support the users in carrying out
their work. Thus usability evaluations and the related activities can help designers
make better decisions and thereby allow them to do their jobs more effectively
(Radle & Young, 2001)

The usability evaluation is the whole process of judging the usability of a spe-
cific system. A usability evaluation starts with planning; it involves some system-
atic assessment of the system in question, and it produces some sort of result, typi-
cally a usability report. The systematic assessment is the heart of the evaluation. It
can be conducted in different ways. A common approach is to run a series of user
tests, where each user test involves a prospective user of the system who applies
the test to solve certain tasks (Rubin, 1994).

The interplay between user interaction design and usability evaluation activities
can be illustrated as in Figure 1. The design process produces descriptions and im-
plementations of various parts of the complete user interaction design. Some of
these design products are applied in a usability evaluation, and the results of this
evaluation are subsequently fed back into the design process. The purpose of the
feedback is to provide a solid basis for improving the quality of the interaction de-
sign; then, the circle may start over again.

Many different design products can be subjected to usability evaluation. The
most obvious product is the system itself. Other relevant products are design speci-
fications, functional or paper prototypes, and other artifacts from the development
process that represent certain qualities of the system. Usability evaluations con-
ducted early in the design phase of the product life cycle, using very early design
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FIGURE 1 The interplay between interaction design and usability evaluation.



sketches, such as paper prototypes or a similar low-fidelity method of exploring a
potential interface, are denoted exploratory tests (Rubin, 1994). The objectives of an
exploratory test are to explore the potential of preliminary design concepts and to
examine whether the design is based on faulty assumptions or misunderstandings
about the needs of the users, which may be difficult and expensive to remedy later
in the development process.

Another type of test, which is typically used on a less complete but still opera-
tional prototype of the system, is the assessment test (Rubin, 1994). The main goal
of an assessment test is to ensure that the assumptions for a system remain relevant
and that specific and detailed design choices are appropriate. Furthermore, the as-
sessment test tends to focus more on the level of functionality and usability issues,
for example, whether the system supports the users in completing their tasks and
whether the system satisfies all user needs. A usability evaluation based on the fi-
nal system has been denoted as a validation test (Rubin, 1994) and is conducted to
ensure that all product design goals have been met. Validation tests aim to evaluate
the actual functionality and performance of the system and often present the first
opportunity to evaluate all of the elements in the entire system together, although
the elements might already have been evaluated individually.

Feedback is the information that is fed back from a usability evaluation to the de-
sign process. No matter which evaluation is conducted, feedback to the designers
of the evaluated system is crucial to support improvements to the system as a part
of an iterative development process. The feedback from the usability evaluations
may take a variety of forms. By far the most typical is a written report that presents
a number of usability problems. Other forms have also been explored, such as
meetings with designers, edited videos, observation, and redesign proposals.

In this article we present the results from an exploratory study of how two differ-
ent kinds of feedback impact the developers’ understanding of the usability of the
system that is being evaluated. The study includes two empirical studies of the im-
pact of observation of user tests and reading of usability reports. In section 2, we
provide a survey of previous research on the interplay between usability evalua-
tion and interaction design and on different means for providing feedback. In sec-
tion 3, we present the first of our empirical studies, a case study of the impact of de-
velopers observing user tests. The second empirical study is presented in section 4.
We conducted a field experiment, where we inquired into the impact of a tradi-
tional usability report and its different elements. Section 5 discusses the additional
observations that emerged through the two empirical studies. Finally, section 6
provides the conclusion.

2. RELATED WORK

The interplay in Figure 1 involves two roles: designer and evaluator. The literature
on usability engineering includes a significant body of research that deals with the
relation between designers and the evaluators on an organizational level. We have
identified three ways of structuring the relation between designers and evaluators:
(a) The evaluators are integrated in the development teams and conduct evalua-
tions as part of the work in the team; (b) the evaluators form a separate organiza-
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tional unit within the development organization, and they conduct evaluations as a
service to development teams; and (c) the evaluators are employed by a different
organization, and evaluations are outsourced from the development organization
to this organization.

The first way—the integration approach—focuses on the organizational and in-
terpersonal aspects of usability evaluation in a software development organiza-
tion. Mayhew (1999a, 1999b) suggested that usability engineers are best adopted
and introduced into existing development groups. Efforts have been undertaken to
simplify the integration problem by training designers to conduct usability evalua-
tions. Other researchers attend to how all levels of an organization can be directed
toward usability (Ehrlich, Beth, & Pernice, 1994; Radle & Young, 2001). When the
organizational setup is based on usability specialists as part of the development
team, there is little need for formalized forms of feedback, because evaluators bring
results directly into the development process (Bærentsen & Slavensky, 1999). The
results of the evaluation just need to be documented for later reference.

The second way—the separate unit approach—has been discussed by many au-
thors. The idea is to let different people conduct development and evaluation to get
a more objective evaluation but to conduct both activities in the same organization
so evaluators can benefit from domain knowledge. Rohn (1994) portrayed a usabil-
ity engineering group inside SunSoft, which provides support and performs us-
ability evaluations across the organization. Several authors have described the use
of specialized usability groups or departments employing usability professionals
(Blatt, Jacobsen, & Miller, 1994; Fowler, Stuart, Lo, & Tate, 1994; Lund, 1994; Muller
& Czerwinski, 1999; Palmiter, Lynch, Lewis, & Stempski, 1994; Salzman & Rivers,
1994; Zirkler & Ballman, 1994). With this organizational structure, there is a mani-
fest need for some form of formalized feedback.

The third way—the outsourcing approach—is the consequent form of separa-
tion between development and evaluation. So far, it has had little attention. One
strongly separated alternative to the integration and separate unit approaches is
third-party vendors providing services to other companies (Dolan & Dumas, 1999).
There are also documented examples of projects in which the evaluation has been
outsourced (Murphy, Howard, Kjeldskov, & Goschnick, 2004). This approach re-
quires even more formalized feedback compared to the second approach.

With any of these three approaches, some form of feedback is needed. The litera-
ture on strengths and weaknesses of different forms of feedback is lacking. A rea-
son for this is that most research on design and evaluation of specific systems take
place within the integration approach (the first way previously cited). In a review
of 58 articles that present usability evaluations of mobile systems, all 58 showed the
designers and the evaluators to be the same individuals (M. C. Nielsen, Overgaard,
Pedersen, & Stenild, 2004). Thus in research experiments it is often the designers
themselves who perform the usability evaluation. This approach has both advan-
tages and disadvantages concerning the outcome of a usability evaluation. The ad-
vantage is that the evaluators are familiar with the application domain and the
functionality and design of the system (Hartson, Shivakumar, & Pérez-Quiñones,
2004). The disadvantage is that the lack of independence between designer and
evaluator might result in a less objective evaluation, because the designer risks be-
ing biased toward the system (Bachrach & Newcomer, 2002).
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When the separate unit or the outsourcing approach is employed, there is a need
for formalized feedback. In that case, most of the literature seems to take for
granted that this feedback must be a written report. Dumas and Redish (1993), Ru-
bin (1994), and Molich (2000) suggested usability reports as the mean for communi-
cating results of a usability evaluation. A study has shown that test reports are very
common and standardized documents (Borgholm & Madsen, 1999). Muller and
Czerwinski (1999) also described the use of reports within Microsoft to share us-
ability engineers’ findings and recommendations by making them available on the
company intranet. Cockton (2004) extended this with the idea of a value-centered
approach in which the interplay between design and evaluation extends from a
simple feedback loop to a chain of mediations where the focus is on the intended
value of the system.

One study of usability reports suggests four basic guidelines for providing feed-
back from evaluation to design: emphasize the positive, express your annoyance
tactfully, avoid usability jargon, and be as specific as you can (Dumas & Redish,
1993). A few authors have presented specific advice on the structure and content of
a usability report (e.g., Perfetti, 2003; Redish et al., 2002), and an ANSI standard
(American National Standards Institute, 2001; Scholtz & Morse, 2002) specifies the
elements that should be reported from a summative usability evaluation. The ad-
vice on feedback suggests that a description of the goal of the evaluation is in-
cluded and that the feedback is only limited to a manageable number of problems,
as a too-long list of problem can be overwhelming to the recipients of the feedback.
The feedback should also include an executive summary listing the most important
findings, possibly along with a video that illustrates the problems. Furthermore, it
is suggested that identified problems are classified according to their severity
along with the frequency with which different numbers of participants encoun-
tered the problem. Others, such as Sy (1994), have argued that the feedback should
clearly state the implications of not changing the product and that the report also
should include graphical illustrations to aid in quick retrieval of information when
the report is aimed toward the management.

The widespread use of usability reports as the key mechanism for providing
feedback does not imply that there is a generally agreed-upon report format. In one
comparison of usability evaluation methods, the usability reports varied in length
from 5 to 36 pages, and there were many differences in content. The problem lists
were also presented very differently (Molich, Ede, Kaasgaard, & Karykin, 2004).

Different authors have discussed the extent of the relevancy of positive evalua-
tions in the report. Both Perfetti (2003) and Redish et al. (2002) supported the idea of
including positive findings in usability reports. Developers have argued that posi-
tive findings are always nice, but they cannot really use them for improving the
system. Hence they do not find any reason for spending a lot of time on finding
positive aspects. Including redesign proposals in the feedback from usability eval-
uations, however, have received a more positive response from developers.
Frøkjær and Hornbæk (2005) studied how developers received such proposals.
They found that redesign proposals were useful tools for developers, because the
proposals would help them understand the usability problems, and the proposals
were useful as inspiration to finding alternative solutions on how to address a us-
ability problem.
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There is less research on other forms of feedback situation than the traditional
usability report. Sy (1994) suggested a brief meeting with the development team as
a part of the feedback. The purpose of the briefing is to give a walk-through of the
findings and help the developers to prioritize the issues to deal with. Sy specifically
suggested an action list as the product of the discussion with the attendees.

The overall concepts defined in XXXXXXXXXX and the three approaches to struc-
turingtherelationbetweendesignersandevaluators thatwerepreviouslydiscussed
reflect our fundamental understanding of usability work. Here, design and evalua-
tionareconsideredtwoseparateactivities inasystemdevelopmentprocess.Thisun-
derstanding is basically influenced by the work of J. Nielsen (1993) and Rubin (1994).
It should be emphasized that we have made this choice well aware that other ap-
proaches are based on a fundamentally different understanding. Norman (1998) em-
phasized that design and evaluation should be integrated into the design process.
This is also the focus of Moran’s (2002) notion of adaptive design.

3. STUDY 1: A CASE STUDY COMPARING OBSERVATION AND USABILITY
REPORT

In this section we present a case study of how direct observation of a series of user
tests impacted two developers’ understanding of usability problems in the system
they had developed. Next, we describe the method of the case study and the results
we obtained.

3.1. Method

The purpose of this empirical study was to make a qualitative assessment of obser-
vation as a means for providing feedback from a usability evaluation to the devel-
opment team. We carried out a study of the impact of observation of user tests on
software developers and compared it to the impact of a traditional usability report.

The study was made in the natural settings in the field, and we gathered infor-
mation from two developers from the same development organization. These are
key characteristics of a case study (Benbasat, Goldstein, & Mead, 1987; Wynekoop
& Conger, 1990).

Participants. A research group consisting of five usability experts conducted
the usability evaluation. Two of the authors of this article were members of that
group. The group had experience from more than 30 usability evaluations con-
ducted for software development organizations and customers. The usability eval-
uation referred to in this article was made for a customer who intended to buy the
software system under evaluation.

The usability evaluation was based on five user tests with five different users.
The system was intended for the health care area, and the five users were nurses or
medical doctors.

A project manager and a senior developer from the development team observed
the five user tests.
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Materials. The evaluated system is an interactive online facility for booking
doctors and operation units for operations in a hospital. The system enables access
to and reporting of data about commissioned operations for patients. The system is
normally accessed from a personal computer connected to the hospital network.

The results of the usability evaluation were documented in a usability report
with a list of contents as in Table 1. This structure is based on Rubin’s (1994) guide-
lines for structure and contents of a usability report. The usability report included a
description of the evaluation method and the setting, demographic data about the
test subjects, a list of problems sorted by severity, detailed descriptions of the prob-
lems, log files with transcripts of the individual usability tests, and user scores in a
TLX-test. The list of problems sorted by severity is the most essential information in
the usability report. It details the identified usability issues, and the problems are
described in detail. In addition, the log files describe the situations where the user
encountered the different usability issue. The TLX-test is a multidimensional rating
procedure to measuring users’ work effort based on a weighted average of ratings
on six subscales (Hart & Staveland, 1988). The 52-page report included transcripts
and screen dumps of the graphical user interface. Fifty-one usability issues were
found and categorized using a scaling from Molich (1998). The problems were
rated as 19 critical problems, 15 serious problems and 17 cosmetic problems.

Procedure. The usability evaluation was formative, as the purpose was to
provide the software company with a basis for improving the system. The evalua-
tion was based on five user tests that were conducted by using the think-aloud pro-
tocol (Rubin, 1994). The user’s interaction and utterances were recorded on video
for later analysis. Five test participants completed a series of seven tasks. The ses-
sion for each user lasted about 45 min.

Developers were sitting in an adjacent other room with live video screen display
and audio from the test room (see Figures 2 and 3).

After the user tests were completed, a detailed video analysis was conducted in
order to identify and categorize usability problems. The report was sent to the soft-
ware company approximately 1 month after the evaluation.
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Table 1: The Structure of the Usability Reports

Usability report structure

1. Summary 3. Expenditure of time 5. Conclusion
2. Method a) Expenditure of time on tasks Appendix

a) Purpose b) Discussion of expenditure of
time

a) Tasks

b) Procedure 4. Usability problems b) Introduction and
questionnaires

c) Test participants a) Problem list c) Log files
d) Test procedure b) Detailed description of

problems
d) Screen dumps

e) Location & equipment
f) Identification &

categorization of problems

Note. Bold numbers denote chapters; letters denote sections.



Data collection. After every second user test, we had a short discussion with
the two developers. During the discussion, we noted their expressions about the
users, the system, and the usability problems they had observed.

Three months after the evaluation was completed, we conducted individual
semistructured interviews (Kvale, 1997) with the two persons who observed the
user tests. In a semistructured interview, the interviewer uses a set of prepared
questions but is free to follow and investigate interesting topics during the inter-
view. The interviews focused on how the observation of the user test had impacted
the further development of the software and how the usability report was used in
that process. The interviews were tape recorded with the developers’ permission
and lasted about 40 min. The tape recordings of the interviews were fully tran-
scribed to facilitate detailed qualitative analysis. The result was a 20-page docu-
ment for each interview.

Data analysis. The interviews were interpreted and analyzed using
grounded theory (Strauss & Corbin, 1998). This was done by two of the authors of
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FIGURE 3 Members of the
development team, observing
by video from an adjacent ob-
servation room.

FIGURE 2 Setup in the us-
ability laboratory: Test partici-
pant and test monitor.



this article through a four-step process. First, they separately analyzed the tran-
scripts of the interviews using open coding. The codes were used to identify a
range of categories and properties in the data. The analyzer defined the codes, and
each code referred to one or more quotations in the document. After this step was
completed, both authors had a set of open codes from the interview transcripts.
Second, the two sets of codes were merged, and a final set of codes was agreed on.
Third, the two authors separately conducted a metalevel analysis to create families
of codes, here called categories. As the categories emerged, they were compared to
other incidents in the transcripts to broaden or narrow the category. Fourth, the two
lists of categories were joined, and a final list of categories was agreed on.

The merged list included 56 codes. For each code there were references to be-
tween 1 and 15 quotations. From these codes, we defined nine categories, each in-
cluding between 1 and 16 codes. The validity of this empirical study relies on the
grounded theory approach. Grounded theory is a methodology for collecting and
analyzing empirical data. The purpose of the method is to support the building of a
theory from a set of data, typically a large text. The theory takes the form of a con-
ceptual framework that reflects the understanding that the researcher has devel-
oped from the text. An overview of grounded theory as a research approach in hu-
man–computer interaction is provided by Pace (2004).

3.2. Results

The nine categories covered the issues presented in Table 2. Although there are
only 56 codes, the number of codes in all categories adds up to 60, because 4 codes
were related to two different categories.

The first four categories cover demographic issues, the fifth is an example of us-
ability problems that the interviewees mentioned as examples, and the ninth repre-
sents new ideas to feedback. These categories are not discussed in this article, as we
focus on the observation and the usability report. Thus we only discuss Categories
6, 7, and 8.

Observing user tests. This category includes 16 codes with 47 quotations.
The codes with the largest number of quotations are experience evaluation (8
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Table 2: Categories Identified in the Data

1. Demography of the user tests (2/6)
2. Demography of the interview persons (4/18)
3. Relation to customers and users (6/24)
4. Test and usability evaluation in the company (10/45)
5. Examples of usability problems (1/6)
6. Observing user tests (16/47)
7. Impact of the usability report (9/39)
8. The developers’ reactions to problems (6/16)
9. Ideas to new forms of feedback (6/40)

Note. The parenthetical numbers indicate the number of codes included in each category and the
number of quotations for all codes of the category.



quotations), disseminating experience (9 quotations), and effect on developers (5
quotations).

The developers expressed that having observed the evaluation had several posi-
tive effects on the development process. One of the first things they noticed was
that they quickly got a feeling of the most severe problems with the software.

Well, I thinkthat,oncewegotstarted,werealisedpretty fastwhere thebiggestproblems
were. It was actually already after the first few users that it was pretty clear to us where
the biggest problems were. And I think that once we got to user number 3 and 4 then … it
was the same problems we saw. So perhaps it became a bit repetitive for us.

The development team was able to address those severe problems the day after the
user tests, as the developers had already seen them and experienced how the prob-
lems influenced the usability of the software. They did not feel the need to wait for
the report on the usability evaluation, because some of the problems were obvious.
The two observers made their own prioritized list of problems to address straight
after the user tests. The list of problems that they had noted included eight of the
problems later categorized as “critical” by the usability evaluation team.

The observers focused on the most severe problems. The less critical problems
were filtered out and not remembered. The project manager explained that they
could not recognize some of the problems when they got the usability report.

It is the main issues you remember when you get home. It is not until you get this
report that … It is like an “ahh yes” experience, and then you can use what is in the
report. … Well some of them, and I will say that some of them I cannot even remem-
ber where they were, or why they were there.

This illustrates the added value of the systematic analysis for usability problems
that is documented in the usability report. With the report, the less critical prob-
lems are not forgotten. It is, of course, a question if all problems should be reported
or if too long a list will exhaust or confuse the developers. In this particular study,
the development team decided to focus on the critical problems, and the remaining
problems were used as examples of problems to avoid in the future.

Impact of the usability report. This category includes nine codes with 39
quotations. The codes with the largest number of quotations are use of the report
(13 quotations), impact of problem list (7 quotations), and time between user tests
and report (6 quotations).

The project manager who observed the evaluation said that the report was used
very little.Thedevelopment teamhadfocusedontheproblemstheyhadseenduring
the observation of the usability evaluation, and there had been no effort to systemati-
cally address the problems described in the usability report. A reason for that was
that the development process had very limited resources. The issues described in the
usability report were viewed more as “problems to avoid in the future” than some-
thing that needed systematic fixing in the current project. The project manager even
said that the report was only interesting as an argument to management to get more
resources for the project: “Also simply because this piece of paper, it only works for
management. The report is an argument to our management—only.”
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There is, of course, a question of whether the project manager fully understood
the purpose of the report, but her statement clearly describes how she views the re-
port. It is not because she does not recognize that there are usability issues in the
software, but she does not agree that the report is the best way to communicate the
problems.

The developers also emphasized that the delay of 1 month from the user tests to
the receipt of the report was too long. They needed more immediate feedback into
the development process.

The developers’ reactions to problems. This category includes six codes
with 16 quotations. The code with most quotations is user training, and other codes
cover accepting or rejecting problems and impact in terms of either changes to the
current system or transfer to the development of other systems.

The interviews revealed that there is much more information in a usability eval-
uation than is possible to include in a traditional usability report. The information
is related to seeing and hearing the test participants interact with the system in real
time in a live observation. The experience of observing the test participant gives a
stronger impression of the systems weaknesses and how the prospective users
struggle to overcome them.

It may be that you have written a lot about how they sit and fumble with they keys or
how they really have problems figuring out what they should do. But as a developer, to
see the woman that really works with the software, and to really understand that she is
completely lost. It may be that you write that the user does not see the navigation op-
tions, or looses her orientation . … It is just not the same, as when the developer is seeing
it herself. She has no idea about what to do.

This is an example of a reaction from one of the observers. Her point is that observ-
ing the user gave her a much stronger impression of the problems than she got from
reading about it. She develops a stronger empathy because she can see the users
struggle. This empathy supports her in understanding the problem with the soft-
ware. The other observer expressed it this way:

I would say that I was probably more influenced that day, because I saw how severe
problems they had. Rather than if I get it on an email, where I would normally think “Oh
well, it can not be that bad.”

Observing the evaluation is obviously a stronger experience than reading about it.
One of the observers added that it was harder not to recognize the existence of the
problems. Another benefit of observing the usability problems with the software
was that the observers felt that they could more easily explain the problems to the
other developers on their team. They had a better feeling of the problems, and they
could show the developers the exact situation in which the test participants had ex-
perienced the usability problems.
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The observers also discussed whether the cause of the usability problems was
the system or the amount of training that the users had received. One of them
thought these sources were about equally important:

I think the reason is both the problems of the system and the amount of training. The sys-
tem has problems, and we have seen that clearly in the test, no doubt about that. But
there are also situations where we think the user lacks training.

In our conversations with the developers throughout the test, it was also clear that
they started being very defensive. After the first two users had worked with the
system, we talked with the developers. They did not express it explicitly, but they
clearly conveyed that they were surprised we had been able to find two such in-
competent users. After the next two users, they were very quiet, and after the fifth
user they told us directly that they wanted to collaborate with us to solve these
problems. Thus they gradually became convinced of the problems. The other de-
veloper expressed it this way: “I dare to say … without putting it into percentages, I
dare to say the major problem is the design of the system.” Observing the user tests
made the developers much more empathetic to the prospective users of the system,
and this empathy was still in place at the time we conducted the interviews.

4. STUDY 2: A FIELD EXPERIMENT WITH USABILITY REPORTS

This section describes our second study, a field experiment in which we conducted
a qualitative assessment of the impact of usability reports and their individual ele-
ments on the developers of a system.

4.1. Method

The purpose of this study was to examine how usability reports can impact the de-
velopers’ opinions about the major strengths and weaknesses of a system. The ba-
sis for the study was two usability reports that were made through a usability eval-
uation in a different but related study. It has been emphasized that usability reports
are often very extensive, take a long time to produce, and involve a heavy work-
load for the author (Borgholm & Madsen, 1999). Therefore, it is paramount that the
feedback designers receive from such reports is useful. Otherwise, producing the
report would be a waste of resources. Based in this, our aim was furthermore to
identify the report elements that the developers found most useful and relevant.

The study was made in the development organization, which is the natural con-
text for working with design issues. The experiment involved systematic manipu-
lation of one variable, which was the reading of usability reports, and measure-
ment of another variable, which was the developers’ opinion about the system.
Thereby, it can be characterized as a field experiment (Benbasat et al., 1987;
Wynekoop & Conger, 1990).
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Participants. This field experiment was made in collaboration with a soft-
ware company developing a mobile system. Two developers from the company
were involved in the experiment. They were responsible for the design of the user
interface of the mobile system. They described themselves as experienced interface
designers based on their educational background and their previous work.

Three of the authors of this article acted together with a fourth person as evalua-
tors of the mobile system. They were split into two teams, and each team made an
evaluation and a report. All four were trained usability evaluators with experience
from previous usability evaluations. The users that participated in the usability
evaluation were 14 tradesmen who had received basic training in using the mobile
system.

Materials. The system that was the focus of the field experiment is used by
tradesmen and people with similar occupations for registering the consumption of
time, materials, mileage, and equipment and for providing online access to the in-
ventory while working in the field. The system runs on a regular mobile phone
with a barcode scanner attached. Most of the registrations and interactions with the
system are based on barcodes that are taken from a small booklet.

The evaluation was recorded using a mobile camera and recording unit. Both the
test monitor and the test participants wore a wireless microphone that transmitted
a signal to the recording unit. One member of the group operated the mobile cam-
era and recording unit.

The usability reports from the evaluations are named R1 and R2. The two reports
were made by two different teams of evaluators and thereby emphasized some-
what different problems with the system. The structure of the two reports is similar
to the one described in the Materials section of Study 1 and Table 1. The enumera-
tions in that table are used as a reference next, where we present our results. The
lengths of the reports were also comparable to the one described in the Study 1 Ma-
terials section. Table 3 shows the number of usability problems documented, de-
scribed, and rated according to severity in each of the reports. R1 reported 15 criti-
cal, 16 severe, and 17 cosmetic usability problems, and R2 reported 14 critical, 14
severe, and 6 cosmetic usability problems to the developers. Note that the purpose
here is not to compare R1 and R2.

Procedure. The two teams conducted their evaluations separately. In each
evaluation, the same team of two evaluators carried out the entire process of con-
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Table 3: Number of Usability Problems Found in the
Two Evaluations Categorized According to Severity

R1 R2

Critical 14 15
Severe 14 16
Cosmetic 6 17
Total 34 48



ducting the evaluation, analyzing the data, and writing the usability report. Both
teams employed a common severity based on the categories proposed by Molich
(2000).

The field experiment involved the five steps shown in Table 4. The table also
shows how the two developers were involved in each step. In Step 1, they were in-
structed about the procedure of the investigation, and then they wrote down their
initial understanding of usability and usability evaluation. In addition, they were
asked to write down their expectations to the usability reports. In Step 2, they were
interviewed about their initial opinion on strengths and weaknesses in the system.
In Step 3, one of them received R1 and the other R2. After reading the report, they
were asked to describe and explain five strengths and five weaknesses of the sys-
tem. In Step 4, each developer received and read the other report and was inter-
viewed again about his conception of strengths and weaknesses. In both Steps 3
and 4, the developers also ranked the strengths and weaknesses in a list. The devel-
opers were worked separately in Steps 2, 3, and 4. In Step 5, the two developers met
and discussed their lists of strengths and weaknesses. They were asked to work out
a common list. First the final list from each developer was written on a white board
without ratings. Then the developers were asked to discuss and finally agree on a
rating for all of the items in the two lists. The rating was important by itself, and it
also forced the developers to discuss and reflect on each item.

Data collection. The developers were interviewed when they made their lists
with strengths and weaknesses. Our approach was a semistructured interview
(Kvale, 1997).
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Table 4: Overview of the Structure of the Field Experiment

Step Developer A Developer B

1 Outline the process for the developers.
2 Semistructured interview on initial

opinions on strengths and weaknesses.
Semistructured interview on initial

opinions on strengths and weaknesses.
3 Receive and read R1.

Semistructured interview on strengths and
weaknesses.

Interview conducted by one of the writers
of R1.

Receive and read R2.
Semistructured interview on strengths and

weaknesses.
Interview conducted by one of the writers

R2.
4 Receive and read R2.

Semi-structured interview on strengths and
weaknesses.

The developer is also asked to comment on
the usefulness of the reports and its
individual elements.

Interview conducted by one of the writers
R2.

Receive and read R1.
Semi-structured interview on strengths and

weaknesses.
The developer is also asked to comment on

the usefulness of the reports and its
individual elements.

Interview conducted by one of the writers
R1.

5 Group discussion where the developers are presented with each other’s list of strengths and
weaknesses.

The two developers develop a common list.



Data analysis. To analyze the interviews, we transcribed the interview using
opinion condensation as described by Kvale (1997). This was done 2 days after the
interviews. Through this kind of transcription, opinions expressed by the inter-
viewees are transformed into shorter and more precise formulations. The intention
of the condensation is to be as precise as possible, which means that we maintain
the keywords that the interviewee uses. Longer pieces of speech are condensed
into a single or a few sentences. The advantage of opinion condensation is that is
can help present a relatively large amount of empirical data in an easy-to-read fash-
ion while both preserving and clarifying important issues. Opinion condensation
can never be considered equal to traditional transcription of the interview, which
has significantly higher level of detail and involves less processing of the original
source.

4.2. Results

In this section, we present the results from the field experiment. This includes the
developers’ attitude to usability, the impact of the usability reports on their opinion
about the system, and their judgment about the relevance of different parts of the
usability reports.

The concept of usability. In the first step, before reading any usability re-
port, both developers were asked to express how they understood the term usabil-
ity. Both of them were able to formulate this in specific terms. Developer A found
that intuitive was the word that described it best but also mentioned easy and
straightforward to use without “having to read several manuals.” Developer B de-
fined usability as the specific screens in the system, where the design of the screens
should target the user and the information presented should be relevant. In addi-
tion, the user interface should be easily understood and look nice. The developers
stated that usability is and always has been important in their daily work but that
time issues prevent them from analyzing and considering different ideas.

Opinions about strengths and weaknesses. Developer A initially had
some difficulties in naming as many as five strengths and weaknesses of the system
(see Table 5). He was also somewhat reluctant in prioritizing the items in his lists.
His strengths reflected the arguments that the system was sold upon, whereas the
weaknesses reflected technical issues encountered in the development process.

After reading the first report, Developer Adid not change his list of strengths no-
ticeably; the items were merely rephrased. Contrary to this, his list of weaknesses
was completely altered. He adopted many of the issues described in the usability re-
port, and he was now able to expand the list to five items. These items were also more
reflected issues that concerned the interaction with the system. Furthermore, social
implications caused by the use of the system became evident to the developer.

The second usability report did not profoundly influence his belief about the
strengths of the system. It made him rearrange two subjects and add the use of
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daily technology as an advantage. Regarding weaknesses, reading the second re-
port only made him rearrange the rankings in the list and expand and rephrase the
descriptions of two items.

Unlike his colleague, Developer B was from the beginning able to list five items of
strengthsandfourweaknesses.Mostofhis initial itemsweremaintainedthroughout
the entire process, and his list was only slightly altered and rearranged (see Table 6).
After reading the first report, he only elaborated on the description of the highest
ranking strengths and replaced the second highest item. On the other hand, his list of
weaknesses was expanded with a problem of understanding the possibilities of in-
teraction as a new item that ranked highest. The remaining items were only re-
phrased and rearranged. Reading the second usability report did not influence De-
veloper B enough for him to make noticeable changes. He made alterations only to
descriptions in the list of strengths and the ranking of the two last items.

The common list, shown in Table 7, was generated in a collaboration between
the two developers. This gave rise to debate between the two, where especially the
ranking process initiated heated discussion. The developers discussed each top
item on their lists until an agreement was reached. It is interesting that all the
strengths in the final list can be traced back to the developers’ initial lists, either in
one or both lists. Some items have been rephrased but emphasize the same advan-
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Table 5: The Lists Generated by Developer A

Developer A

List Strengths Weaknesses

1 Before reading
reports

1. Online: The system can provide
relevant real-time information.

1. GPRS: Limited coverage.

2. Barcode scanners: All interaction
begins with the user scanning.

2. Barcodes are used to interact with the
system instead of the mobile phone.

3. No software on the mobile phone. 3. Online: Problem when no connection
is available.

2 After first report 1. Online/No software on mobile phone. 1. No manual or documentation.
2. The use of barcode technology. 2. Error messages.
3. Customizable. 3. Handling of logical errors.

4. Input of data through the mobile
phone is problematic in relation to
target user group.

5. Human resistance toward the system.
3 After second

report
1. Online/No software on mobile

phone.
1. Human resistance toward the system.

Employees feel that they are under
surveillance.

2. Customizable. 2. No manual or documentation.
3. The use of barcode technology. 3. Many barcodes needed to navigate

the system.
4. Hardware: Mobile phone. Everybody

knows it.
4. Browser technology/phone

restrictions: Input of data through
the mobile phone is problematic in
relation to target user group.

5. Error messages and handling of
logical errors.

Note. GPRS = XXXXXXXXXXXXXXXXXX.



tage. The story is different when it comes to the weaknesses. Here, the two top
items also originates from both developers’ initial lists, but the third item is A’s fi-
nal top weakness. The last two items were derived from Developer B’s final list and
are items that were added to his list in the course of the field experiment. Hence it is
clear that the usability reports have influenced the developers’ opinion about the
system’s weaknesses.
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Table 6: The Lists Generated by Developer B

Developer B

List Advantages Disadvantage

1 Before reading
reports

1. Hardware: Mobile phone. 1. Screen size
2. Few scans necessary. 2. Problems with GPRS. Often slow.
3. Customizable. 3. No manual or documentation.
4. Online—real time. 4. Only works on some types of mobile

phones.5. Simple solution with limited
interaction.

2 After first report 1. Hardware: Mobile phone. Everybody
is familiar with the technology.

1. The text describing each of the
barcodes.

2. Displays only necessary information. 2. More user education in needed.
3. Customizable. 3. System reply time.
4. Online all the time. 4. Screen size. Difficult to maintain an

overview.
5. The system is simple and uniform. 5. System is interpreted differently on

different phones.
3 After second

report
1. Hardware: Mobile phone. Everybody

knows it.
1. The text describing each of the

barcodes.
2. The system is simple and uniform. 2. More user education in needed.
3. Customizable. 3. System reply time.
4. Displays only necessary information. 4. Screen size. Difficult to maintain an

overview.
5. Online all the time. 5. System is interpreted differently on

different phones.

Note: GPRS = XXXXXXXXXXXXXXXXXXXXX.

Table 7: The Common List Made in Collaboration Between the Two
Developers

Joint List - Developer A & B

Strengths Weaknesses

List 4: After Group
Interview

1. Online–real time. 1. Online: Problems with GPRS.
2. Customizable. 2. No manual or documentation.
3. Rely on commonly known

technology: mobile phone.
3. Human resistance toward the

system. Employees feel that
they are under surveillance.

4. Simple and small barcode scanner. 4. More user education in needed.
5. The system is simple and

uniform.
5. Error messages and handling of

logical errors.

Note. GPRS = XXXXXXXXXXXXXXX.



Usefulness of the usability reports. Both developers used the same ap-
proach when reading the two usability reports. Basically, the reports were read
from the beginning to the end. Occasionally the Appendixes were used to see the
design of the tasks (see Table 1). The log files (5d + 5e) were not read in their entirety
but were used to examine details concerning a problem, if developers were uncer-
tain why a problem had occurred. When asked, Developer B stated, “I used the log
files to gain further insight into what happened.”

Both Developer A and B mentioned that the overview of the usability prob-
lems (3c) and the elaborating descriptions (3d) were important for the future
work on the system: “I really like the problem list and it is something I can use
concretely in my work.” The log files (5d) were good, because “they describe
what they (the test participants) did. It provided a better feel of what they did,
why they could not figure it out, and what they did next.” This shows that log
files are useful for providing further insight when trying to understand some of
the problems in detail.

Log files can provide almost firsthand insight into the specific actions the user
performed. Although they cannot be used directly to resolve the problems, the de-
velopers also find them important in understanding the conditions under which
the tests have been conducted (2). This was mentioned by both developers as being
very important in respect to how they rate the validity of the evaluation. On the
contrary, Developer B mentioned that “the other assessments and similar elements
are quite amusing to read, but they are not very useful,” referring to the summary
(1) and the conclusion (4).

The developers found the NASA-TLX (3a) method interesting, but they experi-
enced some problems in interpreting the tables with the results of this test. Devel-
oper B found that R2 lacked a transcription of the debriefing conducted at the end
of each test. This was important, as “it would provide me with a better insight into
the participants’ attitude towards the system.”

During the final interview (Step 5), the developers brought up the issue of using
video recordings. In relation to some of the problems encountered in “ … the first
few minutes, when the user for the first time was presented with the system on the
mobile phone,” it would have been beneficial if the video material had been avail-
able. This would have given him a chance to see the test participants’ first reactions.

Social and organizational aspects. A project resource such as time is an
overall topic throughout the interviews. On several occasions the two developers
used this as an excuse for some of the usability problems that were identified. In the
beginning of the experiment, before having seen any of the reports (Step 1), Devel-
oper A said, “We know that many of the things are there—many things that we
would really like to correct if we had the time.” Numerous times both developers
mentioned that designing the user interface is an important and necessary part of
their job, but they cannot spend much time on analyzing and considering different
ideas. They are simply too busy. Developer A expressed that this should be taken
into account when evaluating the usability of a system.

As developers, they often find themselves thinking in “states” and “actions” of
the system, but according to both developers, the reports can help them to gain fur-
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ther insight into how the users think, when they use the system, thereby turning
their attention more toward the interaction with the system.

Evaluation conditions and procedure. One of the issues frequently re-
ferred to during the interviews was that the users were very inexperienced, and if
they were more experienced, the result of the evaluation would have been differ-
ent. This may be correct, but it does not imply that usability problems found by rel-
atively inexperienced users do not exist. We see this more as a defensive reaction
toward a perhaps overwhelming number of usability problems seen from the de-
velopers’ point of view. This is supported by the developers acknowledging that
many of the problems were relevant and should be fixed. When Developer A was
asked about his general opinion on the evaluations, he replied that “many of the
things mentioned have applicability in our further work” and added that he “can
relate to the findings and use them positively.”

Another point of critique presented by the developers was that the tasks were
not realistic and that this might have affected the outcome of the tests. According
to Molich (personal communication, May 18, 2004), this is a typical objection
raised by developers. Still, Developer A mentioned, “I am impressed with how
many strange errors the users manage to provoke, which we have never thought
of ourselves.”

5. DISCUSSION ACROSS STUDIES

The two sections above have presented the results of the two empirical studies.
During the studies and the analysis, topics related to both studies emerged. The
key topics are discussed in this section.

5.1. Developer Motivation

In both studies, the developers emphasized motivation as a key topic. On one
hand, they expressed that usability is a very important issue for a development or-
ganization. On the other hand, knowledge about usability problems had only very
limited impact on their practice. In addition, there is typically no systematic pro-
cessing of the usability report. The reason may be that the developers have no moti-
vation to focus on usability.

Observation of users was different, because the developers gained a strong im-
pression of the way “real” users worked with the system:

Whenyousuddenlystandoutthereandfacethemintherealworld,andfacetheir lackof
competence. … This is about the developers’ attitude and understanding. Therefore, it
is important to motivate developers by letting them experience “the real world.”

Observation of a user test gives this firsthand experience of the real world. Thus
this developer believes that observation of system use by real users will increase
the motivation of the developers to improve the usability of the system.
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5.2. Enhancing the Impact of the Usability Report

During the two studies, the participants articulated several ideas that could im-
prove the feedback from the evaluations. A major point with the usability report
was the problem list, which was considered to be very important. It was empha-
sized that the problem list could be improved by giving the reason why a problem
occurred. For example, the feedback could say that there is too much information
on a page or that a button is placed without a clear reference to its context. The de-
velopers further expressed a desire to discuss such explanations in a meeting be-
tween developers and evaluators.

It would be a very good for some of the most important issues, or the most critical issues,
to talk them over with the test monitor, or some of the others that had been involved in
the user tests. To have them explain why something is a usability problem.

This result shows that the developers do not get all the information they need from
the usability report in the traditional form. The developers also requested redesign
proposals to key usability problems. At a first glance there seems to be some issues
to consider for usability specialists before giving redesign proposals. For example,
the usability evaluators do not know the entire system design; they do not know if
there are any technical issues or any special customer demands. Moreover, acquir-
ing this information would make the task of generating redesign proposals highly
resource demanding. Yet there are promising research results that challenging
these concerns. Frøkjær and Hornbæk (2004) reported from a series of interviews
where practitioners criticized the form of traditional usability reports, and they
concluded that developers were more interested in constructive proposals for rede-
sign than mere descriptions of problems, even if the redesign proposals were only
based on sketches. The developers in our study themselves suggested that the best
way to working out redesign proposals might be to let the development team and
the usability evaluators meet and discuss the key usability problems.

Radle and Young (2001) recognized the importance of interpersonal skills when
addressing usability through spoken language in relation to development teams,
and Sy (1994) presented additional advisement on how communication of the eval-
uation results can be improved apart from a usability report. If possible, a meeting
should be held to go through the findings with the appropriate people. In such a
meeting, designers and evaluators can work out ideas for solutions in collabora-
tion. This way the proposals can be assessed before being implemented and the
proposals would still be based on knowledge of the system design.

5.3. Combining Multiple Media

Observation of the user tests had a strong impact on the observers who partici-
pated in our case study. It increased their empathy for the users and their under-
standing of the usability problems. Thus, observation seems to be an appealing
way of providing feedback from usability evaluation to interaction design. Yet in
our case study with direct observation, we identified problems that need to be re-
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solved before observation would be more generally applicable as a feedback tech-
nique. The first fundamental problem is the time it takes to observe the user tests.
For large development teams, it is simply not practical that all members observe all
user tests or watch a full video recording, because it consumes too much time. The
simple solution is to involve only part of the development team in the observation.
This will significantly reduce the time spent on observation. However, if the user
tests are observed only by some of the members of the development team, they will
face the challenge of disseminating their experience to the members who did not
observe the user test.

The second fundamental problem with observation is that is does not facilitate
systematic gathering of all the relevant usability problems. In our case, the two
members who observed the user tests remembered some of the problems they had
experienced. However, other problems were only remembered when the develop-
ers read the usability report, and there were problems in the usability report that
they could not even remember having observed.

The results from our two empirical studies emphasize that the usability re-
port is an effective means for systematic processing of usability problems. Once
the usability problems and their importance are understood, the report is a use-
ful tool for working on the problems. The usability report effectively comple-
ments observation. Thus a viable approach would be to have a few key members
of the development team observe the user tests and then present their impres-
sions to the rest of the team. All members of the team should then have access to
the report.

Some of the impressions that are acquired through observation can, of course, be
shared by written texts or conversation, but to provide the same strong experience
may require the use of video. Video recordings would allow the entire develop-
ment team to see the evaluation either in its full length or in smaller parts. The par-
ticipants suggested that the usability report should be combined with such edited
video clips.

It was really necessary that you actually saw her, and how she moved the mouse, and
how she scanned the software with her eyes. You could see what she was trying to, but
could not do. The entire situation provides input to an understanding. The report does
not describe the browsing with the eyes and the movement with the mouse. That infor-
mation adds to the understanding.

The two observers in our case study expected that the development team could
get similar benefits from seeing the video or video clips illustrating the problems:
“They should all have seen it, right. We could afterwards have distributed the
tapes, so that the different groups could have sat down and analysed them, and
looked into single situations and so on.”

It is questionable if it is beneficial for the whole team to view the entire amount
of recorded video, as there are often periods without usability problems, although
it may a very effective experience to see the most critical usability problems re-
peated by every user. So for the first impression, the entire video may be a powerful
tool to underline the usability issues. In our case study the observers initially saw
lack of user competence, as opposed to system defects, as the source of the prob-
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lems. The video clips might prove useful when a developer is trying to solve a us-
ability issue and needs to see where and how the problem that he is working on ac-
tually occurred.

Video and text feedback might be combined in a multimedia product as evalu-
ated at IBM (Fath, Teresa, & Holzman, 1994), where text describes the usability
problems and video clips show examples of the ways in which users experience the
problem. Traditional reports are still utilized, but video clips could “provide com-
pelling evidence to developers who are reluctant to correct usability problems”
(Fath et al., 1994). A drawback associated with the use of video clips is that it is very
time consuming to edit the tapes from all the user tests (Borgholm & Madsen,
1999).

6. CONCLUSION

In this article we presented results from an exploratory study of two kinds of feed-
back from usability evaluation to user interaction design. The study involved a
case study of observation of user tests as well as a field experiment with usability
reports. Observation impacted the developers essentially by facilitating a rich un-
derstanding of usability problems, their severity, and the use situations in which
they occur. Observation also created empathy with the users and their process of
using the system. The usability report in the traditional form had a strong impact
on the developers’ understanding of the specific usability problems that the users
experienced with the system. The report also supported a systematic approach to
deal effectively with the problems. In this process, all of the key elements of the re-
port were deemed necessary.

The results also uncovered fundamental problems with both kinds of feedback.
An appealing solution is to combine observation and usability reports. Moreover,
the developers stressed that the usability evaluation has a long-term impact be-
yond the current project. The understanding they acquired of the users and their
work would impact the next version of the system as well as other systems that
they would work on in the future.

The two empirical studies are qualitative and they have been conducted in the
natural setting. This is a well-suited approach when the aim is to acquire knowl-
edge from practitioners and develop theories from it (Benbasat et al., 1987). A
main drawback of this approach is limited generalizability of the results
(Wynekoop & Conger, 1990). Therefore, quantitative experiments are necessary
to support our conclusion further. A different avenue of further work is to ex-
plore strengths and weaknesses of other kinds of feedback from usability evalua-
tion to interaction design.
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