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Abstract. Timed-Arc Petri Nets (TAPN) are an extension of the clas-
sical P/T nets with continuous time. Tokens in TAPN carry an age
and arcs between places and transitions are labelled with time intervals
restricting the age of tokens available for transition firing. The TAPN
model posses a number of interesting theoretical properties distinguish-
ing them from other time extensions of Petri nets. We shall give an
overview of the recent theory developed in the verification of TAPN ex-
tended with features like read/transport arcs, timed inhibitor arcs and
age invariants. We will examine in detail the boundaries of automatic
verification and the connections between TAPN and the model of timed
automata. Finally, we will mention the tool TAPAAL that supports mod-
elling, simulation and verification of TAPN and discuss a small case study
of alternating bit protocol.

1 Introduction

Formal verification of embedded and hybrid systems is an active research area.
Recently, a lot of attention has been devoted to the analysis of systems with
quantitative attributes like timing, cost and probability. In particular, several
different time-dependent models were developed over the two last decades or
so. These models are often introduced as a time extension of some well-studied
untimed formalism and include, among others, (networks of) timed automata |7,
8] and different time extensions of the Petri net model [45]. These formalisms
are nowadays supported by a number of tools [1, 2, 12, 19, 20, 26, 29, 36] and
exploited in model-driven system design methodologies.

We shall focus on the Petri net model extended with continuous time. The
timing aspects are associated with different parts of the model in the various
time-extended Petri net formalisms. For example, timed transitions Petri nets
where transitions are annotated with their durations were proposed in [46]. A
model in which time parameters are associated with places is called timed places
Petri nets and it was introduced in [51]. Time Petri nets of Merlin and Faber [38,
39] were introduced in 1976 and associate time intervals to each transition. The
intervals define the earliest and latest firing time of the transition since it became
enabled. Yet another model of timed-arc Petri nets was first studied around
1990 by Bolognesi, Lucidi, Trigila and Hanisch [15, 28]. Here time information is
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attached to the tokens in the net representing their relative age while arcs from
places to transition contain time intervals that restrict the enableness of the
transitions. For an overview of the different extensions see e.g. [18, 44, 54, 55].

In this paper we will survey the results and techniques connected with
timed-arc Petri nets (TAPN). This model is particularly suitable for mod-
elling of manufacturing systems, work-flow management and similar applica-
tions [4, 5, 42, 43, 49, 50] and a recently developed tool TAPAAL [22] enables
automatic verification of bounded TAPNs extended with transport/inhibitor
arcs and age invariants.

The outline of the paper is as follows. In Section 2 we give an informal in-
troduction to the TAPN model and in Section 3 we describe its formal syntax
and semantics. Section 4 illustrates the modeling of alternating bit protocol as a
TAPN and Section 5 explains the main decidability and complexity results. Sec-
tions 6 and 7 define the TCTL logic and explain a translation from TAPN with
transport arcs, inhibitor arcs and age invariants to UPPAAL timed automata.
The translation preserves TCTL model checking including liveness properties.
Finally, Section 8 gives a short conclusion.

2 Informal Introduction to Timed-Arc Petri Nets

We shall first informally introduce the TAPN model extended with transport
arcs, age invariants and inhibitor arcs. A basic timed-arc Petri net is presented
in Figure la. It consists of two transitions ¢; and ¢ drawn as rectangels and five
places pi,...,ps drawn as circles. There is one token of age 0.0 in each of the
places p1, p2 and ps. Initially, only the transition ¢; is enabled because its input
place p; contains a token of an age that fits into the interval [0, co] present on
the arc from p; to ¢;. The transition t5 requires a token of any age in py but
also a token of an age in the interval [4,5] in p3. This is why t5 is not enabled
at the moment. Because t; is enabled, it can fire, whereby it removes the token
from p; and produces a new fresh token of age 0.0 in each of the output places
ps and ps. Instead, it is also possible that the net performs a time delay of, say,
4.5 time units. By this step all tokens in the net grow 4.5 time units older. As
all tokens are now of age 4.5, both t; and t; are enabled and can fire. Notice
that the tokens that are produced even after the time delay are of age 0.0.

Let us now introduce transport arcs into our example net. Specifically, we
will replace the normal arcs from p; to t; and from ¢; to ps; with a pair of
transport arcs with solid arrow tips as illustrated in Figure 1b. Transport arcs
come always in pairs like this. Note that the symbol ‘:1’ on the transport arcs is
there to denote the pairing of the arcs (as it is in general possible to have more
than one pair of transport arcs connected to a transition).

For the sake of illustration, assume that we have initially made a time delay
of 2.5 time units such that all tokens are now of age 2.5. Transition ¢; is still
the only enabled one in the net at this point, however, there is a difference when
we fire t1. Firing ¢; will remove a token of age 2.5 from p; and produce a token
of age 0.0 in the place p; as before. However, due to the transport arcs, it will
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Fig. 1: Examples of timed-arc Petri nets

produce a token at ps; of the same age as the token it removed from pq, i.e. of
the age 2.5 in this case. Hence transport arcs allow us to preserve the ages of
tokens as they are transported through the net. This is a feature particularly
suitable for modelling of e.g. product lines where we need to track the age of a
product from its start until its final production stage.

The next modelling feature is called age invariant. It simply restricts the
maximum age of tokens that can appear in certain places. In our running exam-
ple, we can add age invariants to the places ps and ps as illustrated in Figure 1c.
These invariants will disallow tokens older than 5 time units in these two places.

Assume a situation after a time delay such that all tokens are of age 5.0 as
in the figure. At this point no further time delays are possible as they would
violate the invariant at ps. We are thus forced to fire either ¢; or ts, both of
which are enabled. Invariants hence facilitate the modelling of urgency. One
of the particularities of the combination of invariants and transport arcs is that
transitions are disabled should their transport arcs move a token to a place where



the age of the token violates the age invariant. In our example t; is enabled but
should the invariant at ps; allow tokens only of age at most 4, then it would be
disabled.

Finally, we introduce inhibitor arcs that disable the firing of a transition
based on the presence of tokens in certain places. In our example we will replace
the arc from p3 to to with an inhibitor arc with circle arrow tip as illustrated in
Figure 1d. Transition ¢ is then blocked whenever there is a token in place pj3
with age in the interval [4,5]. As this is not the case in the depicted situation,
both t; and t; are enabled and can be fired. Firing of ¢t5 has no effect on the
tokens in the place ps. If instead a time delay of 4 time units was performed, to
would be blocked and only ¢; could fire. This concludes the informal introduction
to timed-arc Petri nets.

3 Formal Definition of Timed-Arc Petri Nets

We start with the preliminaries and the definition of timed transition system.
We let Ny and R denote the sets of nonnegative integers and nonnegative
real numbers, respectively.
A timed transition system (TTS) is a pair T = (S, —) where S is a set of
states (or processes) and — C S x SUS x R>p x S is a transition relation.
We write s — s’ whenever (s,s’) €— and call them discrete transitions,

and s -5 s’ whenever (s,d,s") €— and call them delay transitions. We re-
quire that all TTS we consider satisfy the following standard axioms for delay
transitions (see e.g. [13]). For all d,d’ € R>¢ and s,s’,s" € S:

. e e d d d+d’
. Time Additivity: if s — s’ and s’ — s” then s — 5",
. o e e dtd d d’
. Time Continuity: if s = §” then s — s’ — §” for some &',
0
. Zero Delay: s — s for each state s, and

> W N =

. . . . d d
. Time Determinism: if s — s’ and s — s” then s’ = s”.

By s[d] we denote the state s’ (if it exists) such that s %, &', Time deter-

. . . . d
minism ensures the uniqueness of s[d]. We write s = ¢’ if s — s’ or — ¢’ for
some d. The notation =" denotes the reflexive and transitive closure of =—>.

3.1 Syntax

We shall now define the timed-arc Petri net model. First, we define the set of
well-formed time intervals by the abstract syntax where a,b € Ny and a < b:

Ii=(aa) | o8] | [a.b) | (@8] | (a,8) | [a,50) | (a,o)

We denote the set of all well-formed time intervals by Z. Further, the set of all
well-formed time intervals for invariants is denoted by Z?*¥ and defined according
to the following abstract syntax:

Ity == 1[0,0] | [0,8] | [0,0) | [0,00)
The predicate r € I is defined for » € R>( in the expected way.



Definition 1. A TAPN is a 7-tuple (P, T, IA, OA, Transport, Inhib, Inv), where

— P is a finite set of places,
— T is a finite set of transitions s.t. PNT =,
— JAC P xZXxT is a finite set of input arcs s.t.

(p,I,t) EIAN(p,I',t) € IA) =T =T

— OA CT x P is a finite set of output arcs,

— Transport : IA x OA — {true, false} is a function defining transport arcs
which are pairs of input and output arcs connected to some transition, for-
mally we require that for all (p,I,t) € IA and (t',p’) € OA whenever
Transport((p, I,t),(t',p")) then t = t' and moreover for all o € IA and all
B € 0OA

(Transport(a, (t',p')) = a = (p,I,t)) A

(Transport((p,1,t), 3) = B = (t'.p'))

— Inhib : IA — {true, false} is a function defining inhibitor arcs which do not
collide with transport arcs, i.e. whenever Transport(a,[3) for some a € IA
and € OA then —Inhib(a), and

— Inv : P — I™ is a function assigning age invariants to places.

A TAPN is called basic if the functions Transport and Inhib return false for all
arcs.

The preset of a transition ¢t € T is defined as *t = {p € P | (p,I,t) € IA}.
Similarly, the postset of ¢ is defined as t* = {p € P | (¢,p) € OA}. For technical
convenience we do not allow multiple arcs.

3.2 Semantics

We will now define the semantics of the TAPN. First we define a marking, which
is a function assigning to each place a finite multiset of nonnegative real numbers
(all such finite multisets are denoted by B(R>¢)). The real numbers represent
the age of tokens that are currently at a given place; the age of every token must
moreover respect the age invariant of the place where the token is located.

Definition 2 (Marking). Let N = (P, T, IA, OA, Transport, Inkib, Inv) be a
TAPN. A marking M on N is a function M : P — B(Rx>o) where for every
place p € P and every token x € M(p) we have x € Inv(p). The set of all
markings over N is denoted by M(N).

We shall sometimes use the notation (p,x) to refer to a token in
the place p of age * € Ry(. Likewise, we shall sometimes write M =
{(p1, 1), (p2,x2),. .., (Pn,xn)} for a multiset representing a marking M with
n tokens located in the places p; and with age z; for 1 <i < n.

A marked TAPN is a pair (N, My) where N is a TAPN and M) is an initial
marking on N where all tokens have the age 0.



Definition 3 (Enabledness). Let N = (P, T, IA, OA, Transport, Inhib, Inv) be
a TAPN. We say that a transition t € T is enabled in a marking M by tokens
In={(p,zp) |pe°t} C M and Out = {(p/,zp) | p' € t°} if

— for all input arcs except the inhibitor arcs there is a token in the input place
with an age satisfying the age guard of the arc, i.e.

V(p,I,t) € IA . =Inhib((p,I,t)) =z, € I

— for all inhibitor arcs there is no token in the input place of the arc with an
age satisfying the age guard of the arcs respectively, i.e.

Y(p,I,t) € IA . Inhib((p,1,t)) = Tz € M(p) .z €1

— for all input arcs and output arcs which constitute a transport arc the age of
the input token must be equal to the age of the output token and satisfy the
invariant of the output place, i.e.

V(p,I,t) € IA . Y(t,p') € OA . Transport((p,I,t),(t,p")) =
(wp =) A (xp € Inv(p'))

— for all output arcs that are not part of a transport arc the age of the output
token is 0, i.e.

V(t,p') € OA .(—|(E|a € IA. Transport(a, (t,p))) = xp = 0) )

Definition 4 (Firing Rule). Let N = (P, T, IA, OA, Transport, Inhib, Inv) be
a TAPN, M a marking on N and t € T a transition . If t is enabled in the
marking M by tokens In and Out then it can fire and produce a marking M’
defined as

M' = (M \ In)U Out

where \ and U are operations on multisets.

Definition 5 (Time Delay). Let N = (P, T, IA, OA, Transport, Inhib, Inv) be
a TAPN and M a marking on N. A time delay d € Rx>g is allowed in M if
(x +d) € Inv(p) for all p € P and all x € M(p), i.e. by delaying d time units
no token violates any of the age invariants. By delaying d time units in M we
reach a marking M’ defined as

M'(p)={z+d|ze Mp)}
forallp e P.

A given TAPN N now defines a timed transition system (M(N), —) where
states are markings of N and for two markings M and M’ we have M — M’ if
by firing some transition in M we can reach the marking M’ and M M if
by delaying d time units in M we reach the marking M’. We say that a marking
M’ is reachable from marking M if M =" M’.
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Fig.2: A TAPN model of the alternating bit protocol

4 A Small Case Study: Alternating Bit Protocol

In this section we shall discuss a small case study of the well-known Alternating
Bit Protocol (ABP) [9] and show its modelling by timed-arc Petri nets. The
purpose of the protocol is to ensure a safe communication between a sender
and a receiver over an unreliable medium. To achieve this, messages are labelled
with a control bit in order to compensate (via message retransmission) for the
possibility of losing messages in transfer. In order to avoid a confusion between
new and old messages, each message is moreover time-stamped and after its
expiration it is ignored.

Figure 2 shows a TAPN model of the protocol. The model contains four
places associated to the sender (on the left side) and four places associated to



the receiver (on the right side). The sender and receiver can communicate over
a lossy medium represented by the four places in the middle.

Initially, the only enabled transition is Send0 which moves the sender from
the place SenderOA to SenderOB and at the same time places a message (token)
with the appended bit 0 into the place MediumOA. At any time the message can
be lost by firing the transition LossOA. Now the receiver can read the message
and move it to the place ReceiverOB by firing the transition Receive0, followed by
firing AckSend0 and placing a token (acknowledgment) in the place MediumOB.
There is at least a one time unit delay before the acknowledgment is sent. The
acknowledgment can now be read by the sender using the transition AckRecO.
Notice that the path of the token from place Medium0A to Medium0B consists of
transport arcs and hence the time-stamp of the message is preserved. The sender
accepts only acknowledgments that are no older than three time units since the
message was sent. As the medium is lossy, the communication may fail and it
may be necessary to retransmit the message by firing the transition ReSend0,
which must happen any time between five to six time units since the last time
the message was sent. Similarly, the receiver may retransmit the acknowledgment
by firing the transitions ReceiveOld0 and AckSendO. If the first phase with the
appended bit 0 succeeded, the protocol continues in a symmetric way with the
next message that gets appended the bit 1.

Having the formal model of alternating bit protocol in place, we can now
start analysing its behaviour. One possible analysis technique is the simulation
of transition firings that can reveal possible flaws in the design, however, it
cannot be used to argue about the correctness of the protocol. We will postpone
the actual definition of the correctness requirement of the protocol to Section 6
once an appropriate logic for the formulation of this property is defined. In the
meantime we can observe that the net can exhibit a behaviour in which the
places representing the medium become unbounded (there is no a priori given
constant that bounds the number of tokens in these places). This can be seen by
the fact that e.g. the transition ReSend0 can be repeatedly fired and, as the net
is not forced to ever perform the transition LossOA, more and more tokens will
accumulate in the place Medium0QA. In the section to follow, we will show that
automatic verification of unbounded nets with invariants is not possible, as the
model has the full Turing power.

A possible solution to this problem (which is though specific to our con-
crete model) is to introduce age invariants to all places representing the medium
which will disallow tokens older than two time units. This will enforce urgency
on the transitions that lose messages and it can be proved (or automatically ver-
ified) that the net becomes bounded after such an addition, while the interesting
behaviour of the protocol does not change.

Another approach that works in general is to consider an under-
approximation of the net behaviour where we give a limit on the maximum
number of new tokens that the net can produce and explore the behaviour of
the net only up to that many tokens. An experiment using this approach is
described in Section 7.



A similarly looking model of the alternating bit protocol was given also for
time Petri nets (see e.g. [11]) where clocks are associated to each transition of
the net. Unlike our TAPN model, TPN do not allow time-stamps on tokens
and messages are instead automatically discarded after one time unit. Hence the
behaviour of the TPN is less general and does not allow us to model (at least
not in a straightforward way) all the features available in TAPN.

5 Overview of (Un)Decidability and Complexity Results

In this section we shall discuss results about (un)decidability and complexity
questions of the classical Petri net problems like reachability, coverability and
boundedness in the TAPN context.

We start with the problem of reachability: given a marked net (N, My) and
a marking M, is M reachable from Mj,? In spite of the fact that reachability
is decidable for untimed Petri nets [37], it is undecidable for timed-arc Petri
nets [47], even for nets without any transport/inhibitor arcs and age invariants.
The result can be further extended to the case where tokens in different places
are not required to age synchronously [41].

We shall now recall the idea of the undecidability result by Ruiz et al. [47]
as it is easy to explain and illustrates the power of tokens with age. For showing
the undecidability of many Petri net problems the halting problem for Minsky
two counter machine is often exploited. The proof from [47] is no exception.

A Minsky machine with two nonnegative counters ¢; and cs is a sequence of
labelled instructions

1:insty; 2:insty; ...,n:inst,
where inst, = HALT and each inst;, 1 <17 < n, is of one of the following forms

— (Inc) i: cj++; goto k
— (Dec)  i: if ¢;=0 then goto k else (¢j——; goto £)

forje{l,2} and 1 <k, £ <n.

Instructions of type (Inc) are called increment instructions and of type (Dec)
are called test and decrement instructions. A configuration is a triple (i, v1,v2)
where 7 is the current instruction and v; and vy are the values of the counters ¢;
and co, respectively. A computation step between configurations is defined in the
natural way. If starting from the initial configuration (1, 0,0) the machine reaches
the instruction HALT then we say it halts, otherwise it loops. It is well known
that the problem whether a given Minsky machine halts is undecidable [40]. This
is the case even for the question whether it halts with both counters empty (as
they can be easily emptied before the halting instruction is reached).

The main idea of simulating a Minsky machine by a Petri net is to create two
places called p., and p., such that the number of tokens in these places represents
the value of the counters ¢; and co, respectively. Also, for every instruction label
i, 1 < i < n, we create a new place called p; in the net. During the behaviour
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Fig. 3: Simulation of (Inc) and (Dec) instructions by basic TAPN

of the net the sum of the tokens in pi,...,p, will be invariantly equal to one.
The presence of a token at p; represents the fact that the next instruction to be
executed is the one with label i.

Given a Minsky machine with two counters, we shall now construct a basic
TAPN such that, given an initial marking with just one token in p;, the final
marking where there is exactly one token of age 0 in place p,, is reachable if and
only if the given Minsky machine halts.

The instruction of type (Inc) is easy to simulate as depicted in Figure 3a
for the increment of ¢1; a symmetric construction is used for the increment of
co. The interval [0, 0] disallows any time delay before the transition ¢; is fired.
After the firing, the control is given to the instruction k& and the counter c¢; is
incremented by one. Note that there is no invariant in p; so we are also allowed
to delay here but in this case the whole net will get stuck and it will thus not
be possible to place a token at the place p,.

For any instruction of type (Dec) we add the places and transitions as de-
picted in Figure 3b (again the test on counter cg is completely symmetric). The
modelling of the decrement branch via the transition tfec is straightforward.
The difficult part is the simulation of the jump to label k when the counter ¢;
is empty. As Petri nets, unless equipped with inhibitor arcs, do not allow to test
for zero number of tokens in a place, we need to introduce a few more transitions
that will detect a cheating, i.e. when the transition ¢7°° is taken while there are
some tokens in p., . Notice that the transition ¢7°"° can be fired only after a delay
of one time unit, hence all tokens in both p., and p., will also grow older by one
time unit. Now the transition ¢/°*¢* will allow to reset the ages of all tokens in
De, t0 0, however, any potential tokens in place p., will remain of age 1 (if we



cheated). The simulation then continues by firing the transition t¢"¢ which gives
the control to the instruction k.

Clearly, if the given Minsky machine halts with both counters empty, we can
faithfully simulate its computation in the Petri net such that the place p, will
be eventually marked and all other places will be empty.

On the other hand, if the Minsky machine loops then we can either faithfully
simulate it in the net but then the final marking with one token in p,, will never
be reached, or we can cheat but as a result the net will contain tokens which are
too old (also called dead tokens) in either p., or p., that cannot be removed,
and hence the final marking will not be reachable either.

Theorem 1 ([47]). Reachability is undecidable for the basic timed-arc Petri net
model (with only ordinary arcs and no age invariants).

On the other hand, coverability, boundedness and other problems remain
decidable for the basic TAPN [4, 6, 48] model, which is also known to offer
‘weak’ expressiveness, in the sense that basic TAPN cannot simulate Turing
machines [14].

The coverability problem asks, given an initial marking M, and a final mark-
ing M, is there a marking M’ reachable from My such that M (p) C M'(p) for
all places p?

The boundedness problem asks, given an initial marking My, is there a con-
stant k such that the total number of tokens in any reachable marking from M,
is less than or equal to k7 If this is the case, the net is called k-bounded.

It is known that coverability remains decidable for the basic TAPN extended
with read arcs [17] where a read arc is a special case of a pair of two transport arcs
that return the consumed token to the same place (and hence do not change its
age). These results hold due to the monotonicity property (adding more tokens
to the net does not restrict the possible executions) and the application of well-
quasi-ordering (for a general introduction see [25]) resp. better-quasi-ordering [3]
techniques.

One of the major weaknesses of the basic TAPN is the lack of the possibility
to model urgent behaviour. On the other hand, when allowing age invariants,
both coverability and boundedness become undecidable as shown in [30] and
demonstrated in what follows.

The basic idea is similar as in the previous reduction and illustrations are
depicted in Figure 4. We have two places p., and p., representing the counters
plus we add one more place called pcyyn: Which records the number of already
executed instructions and will be used for the undecidability of boundedness.
The counters are each equipped with a place called pgjset such that a presence
of a token in this place will allow us to reset the age of all tokens of age 1 in p,;.

The simulation of the increment instruction in Figure 4c starts by delaying
one time unit. Now all tokens in the counters become of age 1 but can subse-
quently be reset to 0 due to the presence of the tokens in p[**** and p[®*°*. By
performing tf‘)to the simulating finishes, increases the number of tokens in peyuns
by one, gives the control to the instruction k& and adds 1 to the counter c;.
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The decrement instruction, depicted in Figure 4d, can fire the transition
t,flec, provided that there is a token of age 0 in p.,, increase the number of
counted steps and give the control to the instruction ¢. It can also delay one
time unit and perform the transition ¢7°"° which will allow us to reset the ages
of tokens in p., and after firing tf”d add one token to peoun: and continue with
the simulation of the instruction k. The point is that if we were cheating in the
simulation and fired the transition ¢7°"° with a nonempty counter c;, tokens of
age 1 will necessarily appear in the place p., . Notice that the simulation of most
instructions (in particular of the halt instruction) must start with a time delay,



Reachability|Coverability| Boundedness
basic TAPN X [47] v [4] v [6]
basic TAPN plus transport arcs X [47] V! Ve
basic TAPN plus age invariants X [47] X [30] X [30]
basic TAPN plus inhibitor arcs X [27] X [27] X [27]

Table 1: Overview of (un)decidability results for TAPN

however, if in some of the counters there were tokens of age 1, no time delay is
possible due to the age invariants < 1 in p., and p.,. Hence the place ppqix can
be marked if and only if the net did not cheat and this gives the undecidability
of coverability.

The same construction also serves as a reduction showing undecidability of
boundedness. Assume that the given Minsky machine halts in k steps. This
means that if the net faithfully simulates its behaviour, it will terminate with a
token in ppe and at most k tokens in any of the two counter places and pcoynt-
If the net cheated at some point, most of the instructions will be disabled as
discussed above, except for the firing of t@*, which can however only decrease
the number of tokens in the places. The net is hence bounded. On the other
hand, if the Minsky machine loops, the net can faithfully simulate this infinite
behaviour and the place peount Will be unbounded. Hence the undecidability of
boundedness for basic TAPN with invariants is established too.

Theorem 2 ([30]). Coverability and boundedness are undecidable for basic
TAPN with invariants.

A summary of the results is provided in Table 1. The decidability of cover-
ability and boundedness for TAPN with transport arcs is marked with a question
mark as it is only a claim, though the proofs from [17] for read arcs seem easy
to extend to TAPN with transport arcs too.

In applications, the fact that coverability is decidable for the basic TAPN
model can be useful as demonstrated in [4] where the authors verified a param-
eterized version of Fischer’s protocol [35] using their prototype implementation
of the coverability algorithm.

Most often though, we may like to use the additional features like age invari-
ants and inhibitor arcs to facilitate the modelling process. While all interesting
problems become quickly undecidable for such models, we may still verify a
number of interesting properties by restricting ourselves to bounded nets where
the maximum number of tokens in the net is given as a constant. Recent work
shows that bounded TAPN and 1-safe (at most one token in any place) nets
offer a similar expressive power as networks of timed automata, even though
the models are rather different. Sifakis and Yovine [52] provided a translation of
1-safe timed-arc Petri nets into timed automata which preserves strong timed
bisimilarity but their translation causes an exponential blow up in the size. Srba



established in [53] a strong relationship (up to isomorphism of timed transition
systems) between networks of timed automata and a superclass of 1-safe TAPN
extended with read arcs. For reachability questions the reductions in [53] work in
polynomial time. Recently Bouyer et al. [17] presented a reduction from bounded
TAPN (with read-arcs) to 1-safe TAPN (with read-arcs), which preserves timed
language equivalence. Hence PSPACE-completeness of reachability on 1-safe and
bounded TAPN was established [17, 53].

Nevertheless the translations described in these papers are inefficient from
the practical point of view as they either cause an exponential blow-up in the
size or create a new parallel component with a fresh local clock for each place
in the net. In connection with the development of the tool TAPAAL [1] for
modelling, simulation and verification of extended timed-arc Petri nets, more
efficient translations were investigated [21, 22].

Recently, in [32] we identified a general class of translations that preserve
Timed Computation Tree Logic (TCTL), a logic suitable for practical specifica-
tion of many useful temporal properties (see e.g. [44]). In the next two sections
we shall present the framework and give an example of an efficient translation
from TAPN to UPPAAL networks of timed automata [2].

6 Timed Computation Tree Logic

In this section we introduce the Timed Computation Tree Logic (TCTL). Unlike
much work on TCTL where only infinite alternating runs are considered [44] or
the details are simply not discussed [16, 23], we consider also finite maximal runs
that appear in the presence of stuck computations or time invariants (strict or
nonstrict) and treat the semantics in its full generality as used in most of the ver-
ification tools nowadays. This fact is particularly important for the verification
of liveness properties.

Before we define the syntax and semantics of TCTL, we extend the notion
of timed transition systems (TTS) as defined in Section 3 with propositions.
A timed transition system with propositions is a quadruple T' = (S, —, AP, u)
where (S, —) is a TTS, AP is a set of atomic propositions, and u : S — 247
is a function assigning sets of true atomic propositions to states.

For a TAPN N = (P,T,IA, OA, Transport, Inhib, Inv) the set of atomic
propositions AP and the labeling function p can be defined as

AP Y {(pran) [pe PneNyand m€ {<,<, = >, >}}

and for a marking M we have

d
p(M) < {(poan) [ M(p) pan and b€ {<,<,=>,>}} .
The intuition is that a proposition (p > n) is true in a marking M iff the number
of tokens in the place p satisfies the given relation with respect to n.
A run p = sg o, Soldo] — s1 4, s1[d1] — s2 L, inaTTSisa (finite
or infinite) alternating sequence of time delays and discrete actions.



We shall now introduce the syntax and semantics of TCTL. The presentation
is inspired by [44]. Let AP be a set of atomic propositions. The set of TCTL
formulae ¢(AP) over AP is given by

=201 N2 | E(o1Urgs) | Alp1 Urpa) | E(p1 Rrp2) | A(p1 Rr ¢2)

where p € AP ranges over atomic propositions and I € Z ranges over time
intervals. Formulae without any occurrence of the operators A(pq Ur o) and
E(p1 Ry p2) form the safety fragment of TCTL.

The intuition of the until and release TCTL operators (formalized later on)
is as follows:

— A(p1 Ur p2) is true if on all maximal runs ¢y eventually holds within the
interval I, and until it does, ¢1 continuously holds;

— E(¢1 Ur p2) is true if there exists a maximal run such that o eventually
holds within the interval I, and until it does, ¢; continuously holds;

— A(p1 Ry p2) is true if on all maximal runs either ¢o always holds within the
interval I or ¢; occurred previously;

— E(¢1 Ry ¢2) is true if there exists a maximal run such that either ¢o always
holds within the interval I or ¢; occurred previously.

In the semantics, we handle maximal runs in their full generality. Hence we
have to consider all possibilities in which a run can be “stuck”. In this case, we
annotate the last transition of such a run with one of the three special ending
symbols (denoted ¢ in the definition below).

A maximal run p is either

(i) an infinite alternating sequence of the form p = s o, so[do] — $1 SN
31[d1] — S92 i SQ[dQ] — ..., Or
(ii) a finite alternating sequence of the form p = s o, Soldo] — s1 A,

sildi] — ... — s, 2, where § € {o0,d5,ds} for some d,, € R>q s.t.

» 'y 'n

e if § = oo then s, 4, sp[d] for all d € R,

e if § = d5 then s, —,d’—> for all d > d,, and s, n, Spldn] s.t. spldn] —,
and
e if § = dS then s, —/d’—> for all d > d,,, and there exists d,, 0 < d, < d,,,

such that for all d, ds < d < d,,, we have s, 4, sp[d] and s, [d] —~.

By MazRuns(T, s) we denote the set of maximal runs in a TTS T starting at s.

Intuitively, the three conditions in case (ii) describe all possible ways in which
a finite run can terminate. First, a run can end in a state where time diverges.
The other two cases define a run which ends in a state from which no discrete
transition is allowed after some time delay, but time cannot diverge either (typ-
ically caused by the presence of invariants in the model). These cases differ in
whether the bound on the maximal time delay can be reached or not.

2.5

Figure 5 illustrates a part of a maximal run p = sg 1, so[l] — s1 —

51[2.5) — s2 2, $2[2] — s3 13, s3[1.3] — s4 — .... Note that actions take



s1 2.5 31[2.5] s3 83[1.3]

1.3

50 so[1] 52 2 s2[2] 54

time
Fig. 5: Illustration of a concrete run
51 d,  stldi] s3 ds  Sslds]
>
S1 [d]
d[) d2
— e x s2[d”] l—r
so so[do] 52 s2[d'] sa[do] 54
L 1 1
F T T K
time
N~
~
I

Fig. 6: Hlustration of a run

zero time units and that, although not shown in this example, time delays can
be zero so it is possible to do multiple actions in succession without any time
progression in between. Further, there is no special meaning as to whether the
arrow for an action goes up or down, this is simply to keep the figure small.
Let us now introduce some notation for a given maximal run
p = So o, soldo] — s1 4, sildi] — s LN First, r(i,d) denotes
the total time elapsed from the beginning of the run up to some delay d € R>¢
after the 7’th discrete transition. Formally, r(i,d) = (Z;}) dj) + d. Second, we
define a predicate valid, : Ng x R>q x T — {true, false} such that valid,(i,d, I)
checks whether the total time for reaching the state s;[d] in p belongs to the
time interval I, formally
d<dinr(i,d)el ifd;eRxg
r(i,d) el ifd; =00
d<d,Ar(i,d) el ifd;=ds
d<d,Ar(,d)yel ifd;,=d5.

valid,(i,d,I) =

Let us now give some example of the application of the valid, (%, d, I') function.
Figure 6 illustrates a run p = s o, so[do] — s1 N sild1] — s B,
so[de]) — ... and three points (marked with x). We see that valid,(1,d,I) is
false because s;[d] lies outside the interval I. Similarly, valid,(2,d",T) is false
because sz[d”’] is not a part of the run (since d” > dy). Finally, valid,(2,d’, ) is
true because s3[d’] is a part of the run and within 7.
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Fig. 7: Hlustration of a run satisfying an until formula.

Next, we define a function history, : No x Rxo — 2Y0*B20 st history (i, d)
returns the set of pairs (j,d’) that constitute all states s;[d’] in p preceding s;[d],
formally history,,(i,d) = {(j,d') |0 < j <iA0 <d <d;}u{(i,d') |0 < d' < d}.

Now we can define the satisfaction relation s = ¢ for a state s € S in a TTS
with propositions T' = (S, —, AP, u) and a TCTL formula ¢.

skEp iff p € u(s)
sk iff s [~ ¢
s E @1 A ps iff s =1 and s = @9

s E(e1Urg2) iff 3p € MazRuns(T, s).
30 >0.3d € Rx>g. [valid,(i,d, I) A s;[d] = @2 A
V(j,d') € history (i, d) . s;[d'] = ¢1]
sE E(p1 Rrps)  iff 3p € MazRuns(T,s).
Vi > 0.¥d € Rsq . valid, (i, d, I) =
[s:d] |= @2 V 3(j, d') € history (i, d) . s;[d'] = ¢1]

The operators A(p1 Ur p2) and A(p1 Ry p2) are defined analogously by replacing
the quantification 3p € MazRuns(T, s) with Vp € MazRuns(T, s).

Figure 7 illustrates the satisfaction of the until formula and Figure 8 illus-
trates the release formula. In particular, notice that there are four possible ways
for a release formula to be satisfied. First, ¢o; may have occurred in the past
(outside the interval), which releases o, effectively ensuring that s need not
hold in the interval I at all. Second, ¢ may not be released, which means that
it must hold continuously within the entire interval I. Third, ¢s can hold con-
tinuously in the interval I, until some point in the interval where p; A @2 holds,
thereby releasing 5. Finally, ¢2 can hold continuously in the interval I until
the run deadlocks.

As expected, the until and release operators are dual.

Lemma 1 ([32]). We have s |= A1 Rry2) iff s = —~E(—o1Ur—p2), and
s = Alp1Urga) iff s 1= —E(=¢1 R ~¢2).
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Fig. 8: Illustration of runs satisfying a release formula.

Example 1. Consider again the TAPN model of alternating bit protocol from
Section 4. We can express the correctness of the protocol as the property that
the sender and receiver never get out of synchrony. This property is violated if
the sender is about to send a message with the bit 0 but the receiver is either in
the state ReceiverOB or ReceiverlA, in other words when the receiver is sending or
resending an acknowledgment for the bit 0. Such situation should not happen,
and symmetrically for the second part of the protocol where a message with
the bit 1 is about to be sent. We can express the violation of synchrony by
the following TCTL formula: E(true Ulg ins) (Sender0OA = 1 A (Receiver0B =1V
ReceiverlA = 1))V (SenderlA = 1A (ReceiverlB = 1V ReceiverOA = 1))). The time
interval in the until operator is set to [0,inf) as the correct protocol behaviour
should not be violated at any point of its execution. In Section 7 we discuss
automatic tool-supported verification of this property.

Another example of a property can require that during the first 20 time
units of the protocol execution there are never more than 5 acknowledg-
ment messages in transfer. This can be expressed by the TCTL formula



A(false Ry 20) (Medium0B < 5 A Medium1B < 5)) and it is satisfied in the initial
marking of the alternating bit protocol.

Finally, we may also ask whether the sender and the receiver eventually finish
the transmission of the message with bit 0 and proceed to a message with bit
1. However, the TCTL formula A(true Ujg o) (SenderlA = 1 A ReceiverlA = 1))
expressing this property is false due to several reasons. First of all, in the initial
marking the sender is not forced to initiate the sending of the first message and
time can elapse for ever. This can be fixed by adding age invariants at all sender
and receiver places in order to enforce urgency. However, as the medium is lossy,
there is another maximal run where the retransmitted message gets repeatedly
lost and such run also violates our formula.

7 'Translations Preserving TCTL Model Checking

In this section, we shall present a general framework for arguing when a simula-
tion of one time dependent system by another preserves satisfiability of TCTL
formulae. We define the notion of one-by-many correspondence, a relation be-
tween two TTSs A and B, such that if A is in one-by-many correspondence with
B then every transition in A can be simulated by a sequence of transitions in
B. Further, every TCTL formula ¢ can be algorithmically translated into a for-
mulate tr(p) s.t. A = ¢ iff B = tr(¢). In the rest of this section, we shall use A
and B to refer to the original and the translated system, respectively. The text
of the next subsection is to a large extend based on [32] where the reader can
find a more detailed exposition and proofs.

7.1 One-By-Many Correspondence

As the system B is simulating a single transition of A by a sequence of transitions,
the systems A and B are comparable only in the states before and after this
sequence was performed. We say that B is stable in such states and introduce a
fresh atomic proposition called stable to explicitly identify this situation. We now
define three conditions that B should possess in order to apply to our framework.
A TTS (S, —, AP, u) s.t. stable € AP is

— delay-implies-stable if for any s € S, it holds that s %, for some d > 0
implies s |= stable,

— delay-preserves-stable if for any s € S such that s |= stable, if s <, s[d] then
s[d] k= stable for all d € R>g, and

— eventually-stable if for any sg € S such that sg |= stable and for any infinite
sequence of discrete transitions p = sg — 1 — S9 —> S3 — S4 — ...
or any finite nonempty sequence of discrete transitions p = sg — §7 —

- — 8, —~ there exists an index ¢ > 1 such that s; = stable.

We write s ~» s’ if there is a sequence s = sg — §1 — 8§89 —> -+ —> 8§, = §
s.t. s = stable, s’ |= stable, and s; [~ stable for 1 < j <n—1.



Definition 6. Let A = (S,— 4, APa,pua) and B = (T,—p, APp, up) be two
TTSs s.t. stable € APp and B is a delay-implies-stable and delay-preserves-
stable TTS. A relation R C S x T is a one-by-many correspondence if there
exists a function tr, : AP4 — APp such that whenever s Rt then

t = stable,
sEpiftEtry(p) for allp e APa,

if s — s’ thent ~t' and s' R,

if s —5 s[d] then t -5 t[d] and s[d) R t[d] for all d € Rsg,
if t ~t' then s — s’ and s’ Rt', and

if t —% t[d) then s -5 s[d] and s[d) R t[d] for all d € Rsg.

S Grds o~

If B is moreover an eventually-stable TTS, then we say that R is a complete
one-by-many correspondence. We write s 2 t (resp. s 2. t) if there exists a
relation R which is a one-by-many correspondence (resp. a complete one-by-
many correspondence) such that s Rt.

Now we translate TCTL formulae. Let AP, and APp be sets of atomic
propositions such that stable € APp and let tr, : AP4 — APp be a function
translating atomic propositions. We define tr : (AP 4) — P(APg) as follows.

tr(p) = tryp(p)
tr(=e1) = —tr(e1)
tr(p1 A ) = (<p ) Atr(p2)
tr(E(p1 Ur v2)) = E((tr(e1) V —stable) U (tr(p2) A stable))
tr(A(e1 Urg2)) = A((tr(p1) V —stable) Ur (tr(p2) A stable))
tr(E(v1 Ry v2)) = E((tr(v1) A stable) Ry (tr(p2) V —stable))
tr(A(v1 Ry p2)) = A((tr(v1) A stable) Ry (tr(p2) V —stable))

We are now ready to state the main result (see [33] for its full proof).

Theorem 3. Let A = (S,— 4, APa,ua) and B = (T,—p, APp, up) be two
TTSs such that stable € APpg and let sg € S and tg € T. If sg 2. to then for
any TCTL formula ¢ we have so = ¢ if and only if to = tr(p). If so 2 to then
the claim holds only for any formula ¢ from the safety fragment of TCTL.

We finish this subsection by recalling the steps needed in order to apply
the framework to a particular translation between two time-dependent systems.
Assume that we designed an algorithm that for a given system A constructs a
system B together with the notion of stable states in the system B.

1. Show that B is a delay-implies-stable and delay-preserves-stable TTS (and
optionally an eventually-stable TTS).

2. Define a proposition translation function tr, : AP4 — APp.

3. Define a relation R and show that it fulfills conditions 1-6 of Definition 6.



Theorem 3 now allows us to conclude that the translation preserves the full
TCTL (or its safety fragment if R is only a one-by-many correspondence).

There are several reductions from TAPN to networks of timed automata
that fit into the general framework [21, 32, 53] and the theory is applicable
also to reductions between other time-dependent models including Time Petri
nets [17, 23, 24, 34]. For more discussion we refer the reader to [32].

7.2 Translation from TAPN to Networks of Timed Automata

We will now present a translation from k-bounded TAPN (where the maximum
number of tokens in every reachable marking is at most k) to networks of timed
automata [7, 8] in the UPPAAL style (see e.g. [10] for an introduction to the
formalism) in order to demonstrate the applicability of the framework described
in the previous subsection.

For each token in the net, we create a parallel component in the network of
timed automata. As the net is k-bounded, we will need at most k such compo-
nents. In each of these parallel automata there is a location corresponding to
each place in the net. Whenever a TA is in one of these locations, it simulates
a token in the corresponding place. Moreover, each automaton has a local clock
x which represents the age of the token. All automata simulating the tokens
have the same structure, the only difference being their initial locations that
correspond to the initial placement of tokens in the net. Because there may not
always be exactly k tokens present during the execution of the net, we add a
new location P_capacity to represent currently unused tokens.

In addition to these ‘token’ automata we create a single control automaton.
The purpose is to simulate the firing of transitions and to move tokens around
via handshake synchronization initiated by the control automaton. This automa-
ton has a location P_stable which acts as a mutex in the sense that the control
automaton moves out of this location once the simulation of a transition begins
and returns back once the simulation of the transition ends. Hence the propo-
sition stable is defined as (P_stable = 1). Moreover, each time the automaton is
in P_stable, the token automata in the composed UPPAAL network correspond
to a marking in the TAPN. This directly implies that the generated TTS is
delay-preserves-stable as time delay steps do not change the placement of to-
kens. We shall now demonstrate how the translation works on an example; the
full algorithm is described in [31].

Consider the 5-bounded TAPN in Figure 9a. The translated network of UP-
PAAL timed automata is given below it. It consists of the control automaton in
Figure 9b and five token automata like the one in Figure 9c. The token automata
differ only in their initial locations, otherwise they are identical. Hence, in our
example, we have two token automata whose initial locations are PO, and the
remaining three have initial locations P1, P2 and P _capacity, respectively.

The communication in the network of timed automata begins when the con-
troller broadcasts on the channel t_broadcast. All token automata that can ac-
cept the broadcast (i.e. their guards evaluate to true) will participate and set the



{1.0,5.2}
P

b3 P4 ps
(a) A simple TAPN net

okO==true && ok0:=false,
ok1==true && ok1:=false,
ok2==true && ok2:=false, Pt1in Pt2in
ok3==false ok3:=false =\ BN
S t_1_in! \9 t_2_in! S
P_t test - T
t_broadcast!
t_3!
@)
O t_1_out! \9 t_2_out! <
P_stable P_t_1_out P_t 2 out
(b) Timed automaton controlling the firing of the transition ¢
x>=0 && x <=3 x>=1 && x <=5 X >2 && x <7
t_broadcast? t_broadcast? t_broadcast? t_broadcast?
okO= true ok1=true ok3=true ok2= true
PO P1 P2 P_capacity
x >=0 && x <=3 x>=1 && x <=5
t 1_in? t 2_in?
x:=0
P_hp_t_1 C) P_hp_t 2 C) t 37
x:=0
x >=0 && x <=3 t_2_out?
t_1_out? x:=0
rs O raQ rsQ)
X <=3

(c) Timed automata templates for each token in the net with local clock x

Fig.9: Translation from TAPN to UPPAAL network of timed automata

corresponding global boolean variables ok0, ..., ok3 to true. The UPPAAL im-
plementation of broadcast allows the controller to move to the location P_t_test
only if the associated invariant where ok0, ..., ok2 are all true and ok3 is false
is satisfied, otherwise the broadcast cannot be executed. It is now clear that
performing the broadcast is possible only if there is at least one token of an



appropriate age in all input places of ¢, including P_capacity as a new token will
be produced, and at the same time there is no token of age in the interval (2,7)
in the place ps. This is very important for the preservation of liveness TCTL
properties, as once the transition firing is initiated, it should be always possibile
to successfully finish it. Otherwise the generated transition system would not be
eventually-stable. For this reason, the reader can notice that while the interval
on the arc from py to t is [0, 00), the corresponding guard in the token automaton
on the edge from PO to P_hp_t_1 requires the age of the token to be also less or
equal to 3. The reason for this is that the token will be transported to the place
p3 and its age will be preserved. Any age value larger than 3 would violate the
invariant in place ps; hence as before the eventually-stable property might fail.

After the broadcast transition was successfully executed, then the effect of
firing the transition ¢ is simulated by a series of handshake synchronizations on
channels t_1_in, t_2_in, t_3, t_2_out, t_1_out initiated by the controller and we have
a guarantee that such a sequence will always bring the controller to the stable
location P_stable, hence ensuring that the generated TTS is eventually-stable.
Moreover, all locations of the controller are committed (do not allow any time
delay steps), which means that the generated TTS is also delay-implies-stable.

The reason why the tokens are not moved directly to their destinations but
are temporarily stored at the locations P_hp_t_1 and and P_hp_t_2 is to avoid the
situation where a newly produced token is immediately consumed by firing of
the same transition (as it may happen if the transition shared some input and
output places).

In case the net contains more transitions, the controller automaton contains
a similar loop for all such transitions. This concludes our example. It is relatively
easy to argue (see [31] for details) that the original and the translated systems
are in one-by-many equivalence. This gives us a polynomial time reduction from
the full TCTL model checking problem of timed-arc Petri nets to TCTL model
checking problem on networks of timed automata.

We have implemented the reduction described in this section in the open
source verification tool TAPAAL [1]. The tool provides a graphical user inter-
face for modelling, simulation and verification of timed-arc Petri nets. Further,
we have modelled our example of alternating bit protocol described in Section 4
in TAPAAL and verified the correctness of its behaviour by asking about the
violation of synchronization property described in Example 1. As the protocol
model is unbounded and contains invariants, automatic verification is not pos-
sible. Instead, we considered an under-approximation of the protocol behaviour
by limiting the maximum number of messages in transit so that the net becomes
bounded. The protocol does not violate the correctness property for any number
of messages in transit that we were able to verify. The verification times are
measured on an Intel@ CPU @ 2.67GHz based computer with 4 GB of memory.
The results for a different maximum number of messages in transit are compared
in Table 2 with a manually created UPPAAL model of the protocol.

It is clear that both the UPPAAL and TAPAAL models experience the state-
space explosion problem so that even relatively small instances take a long ver-



Messages | UPPAAL | TAPAAL Messages | UPPAAL | TAPAAL
1 < 1s < 1s 9 2.5s 1.1s
2 <1s < 1s 10 3.6s 1.9s
3 <1s 1.4s 11 10.9s 2.9s
4 <1s 16.3s 12 24.7s 4.2s
5 2.2s 165.3s 13 89.0s 6.1s
6 14.4s - 14 239.3s 8.8s
7 141.9s - 15 - 12.8s

(a) ABP without symmetry reduction (b) ABP with symmetry reduction

Table 2: Verification of ABP; dashes indicate more than 5 minutes running time

ification time. Here the native UPPAAL model is verified faster than the one
automatically translated to UPPAAL automata from the TAPN model. On the
other hand, the models contain lots of symmetric behaviour, so we also veri-
fied both models with symmetry reduction activated. Here, on the other hand,
TAPAAL translation provides significantly faster verification compared to the
native UPPAAL model. A similar story is true also for a few other experiments
we ran and it seems to be connected to the fact that even though the translated
models are larger than the manually created UPPAAL models, TAPAAL better
exploits the benefits of symmetry reduction. A more detailed investigation of
this phenomenon is a part of the future research.

8 Conclusion

In this article we provided an overview of decidability and complexity results
related to verification of timed-arc Petri nets extended with transport arcs, age
invariants and inhibitor arcs. We described a general framework for arguing
when a translation between two time-dependent models preserves TCTL model
checking and provided an example of such a translation from timed-arc Petri nets
to networks of timed automata. The initial experimental data look promising and
in the future we shall consider larger case studies and invest a significant effort
into further development of the tool TAPAAL, including its own verification
engine.

Among the different extensions of Petri nets with time aspects, we believe
that timed-arc Petri nets constitute a convenient modeling formalism and with
the recent development of its tool support, TAPN will become an attractive
alternative to other modeling approaches.
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